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Abstract

The Impact of Different Teaching Approaches and Languages on
Student Learning of Introductory Programming Concepts

Wanda M. Kunkle
Robert B. Allen, Ph.D. Supervisor

Many students experience difficulties learning to program. They find learning to
program in the object-oriented paradigm particularly challenging. As a result, computing
educators have tried a variety of instructional methods to assist beginning programmers.
These include developing approaches geared specifically toward novices and
experimenting with different introductory programming languages. However, having
tried these different methods, computing educators are faced with yet another dilemma:
how to tell if any of these interventions actually worked?

The research presented here was motivated by an interest in improving practices
in computer science education in general and improving my own practices as a computer
science educator in particular. Its purpose was to develop an instrument to assess student
learning of fundamental and object-oriented programming concepts, and to use that
instrument to investigate the impact of different teaching approaches and languages on
students’ ability to learn those concepts.

Students enrolled in programming courses at two different universities in the Mid-
Atlantic region during the 2009-2010 academic year participated in the study. Extensive
data analysis showed that the assessment instrument performed well overall. Reliability
estimates ranged from 0.65 to 0.79. The instrument is intrinsically valid since the

questions are based on the core concepts of the Programming Fundamentals knowledge



Xiv
area defined by the 2008 ACM/IEEE curricular guidelines. Support for content validity
includes: 71% of correct responses varied directly with the students’ scores; all possible
responses were selected at least once; and 21 out of 24 questions discriminated well
between high and low scoring students. CS faculty reviewers indicated that 19 out of 24
questions reflected basic concepts and should be used again “as 1s” or with “minor
changes.” Factor analysis extracted three comprehensible components, “methods and

5 <k

functions,” “mathematical and logical expressions,” and “control structures,” suggesting
the instrument is on its way to effectively representing the construct “understanding of
fundamental programming concepts.”

Statistical analysis revealed significant differences in student performance based
on language of instruction. Analyses revealed differences with respect to overall score
and questions involving assignment, mathematical and logical expressions, and code-

completion. Language of instruction did not appear to affect student performance on

questions addressing object-oriented concepts.



CHAPTER 1: INTRODUCTION

1.1 Problem Statement

Learning to program is a difficult undertaking for many students. Of the
programming language paradigms currently taught, the object-oriented paradigm is
especially hard for beginning programmers to grasp. Object-oriented languages such as
Java and C++ require that students think abstractly to create software objects that model
real-world objects. Personal experience teaching object-oriented programming
(specifically, C++ and Java) has taught me that this type of thinking does not come easily
to most students. Students struggling to master difficult object-oriented concepts become
frustrated, losing confidence in their ability to program.

In an effort to help students learn to program in the object-oriented paradigm,
computing educators have developed teaching approaches geared specifically toward
novices. These approaches range from high-level approaches that focus on creating and
manipulating classes and objects to low-level approaches that focus on writing source
code. Because of their novelty, these approaches are often accompanied by programming
environments designed specifically to support them (Kelleher and Pausch, 2005).
Discussions of these innovative approaches will therefore include descriptions of their
supporting environments.

In addition to developing novel teaching approaches, computing educators have
experimented with using different programming languages to facilitate the process of
learning to program. Languages that have been used to introduce students to

programming include Basic, Visual Basic, Pascal, C++, Java, Python, Scheme, and many



others. Unfortunately, some of these languages come with development environments

that present students with yet another obstacle to overcome. Students learning to

program in Visual Basic, for example, must use Microsoft Visual Studio (Microsoft

Visual Studio, 2010). Visual Studio is a professional programming environment

equipped with a plethora of features that novice programmers often find overwhelming.

Having tried different teaching approaches and programming languages to
alleviate the beginning programming experience, computing educators are faced with yet
another dilemma: how to tell if any of these interventions actually worked?

Unfortunately, as Goldman, et al. (2008) point out, “there remains a notable lack of

rigorous assessment tools in computing.” Consequently, there is presently no objective

way to accurately determine the impact of diverse teaching approaches and languages on
student learning of introductory programming concepts.
The purpose of this research was thus twofold:

¢ To develop an instrument to assess student learning of fundamental programming
concepts and specific object-oriented programming concepts.

e To use the instrument developed to investigate the impact of different teaching
approaches and programming languages on students’ ability to learn the above
concepts.

1.2 Novice Teaching Approaches in Practice

It seems reasonable to suppose that a teaching approach that emphasizes the
mastery of high-level concepts may very well hinder the mastery of low-level concepts,
and vice-versa. For example, researchers at Monash University, Melbourne, Australia,

and the Mersk Institute at the University of Southern Denmark advocate an “objects-



first” approach to teaching object-oriented programming. The Bluel environment they
developed to support their approach therefore emphasizes interacting with static
visualizations of classes and objects to facilitate the learning of object-oriented concepts
(Barnes and Kolling, 2005; BlueJ, 2005; Kolling, Quig, Patterson, and Rosenberg, 2003).
Ragonis and Ben-Ari (2005b) used Bluel to investigate the learning of object-oriented
programming by high school students over the course of an academic year. They found
that while BlueJ helped students understand object-oriented programming concepts, it did
not help them understand the overall execution (or “flow”) of a program. These findings
suggest that the students were unable to trace the program’s source code, an ability
required to understand its execution. I noted a similar phenomenon in the Java for
Object-Oriented Programmers course I took over when a colleague became ill.
Specifically, a student who learned to program in Java using BlueJ did not realize that in
order to create an application he could run and test, all he had to do was implement a
“main” method for a new or pre-existing class. Similarly, another student in the same
course (who also learned Java programming using BluelJ) did not seem to understand that
a complete (i.e., executable) Java program requires a “main” method. He thought it was
sufficient to be able to instantiate an object of a class, then right-click on the graphical
representation of the object that BlueJ creates to select and run its various methods.

The authors of Learning to Program with Alice (Dann, Cooper, and Pausch, 2006)
support either an “objects-first” or an “objects-early” approach to teaching object-
oriented programming. Alice (Alice v3.0, 2010) is a three-dimensional (3-D) graphics
programming environment designed to enhance students’ initial experience with learning

to program by enabling them to build virtual worlds without having to write source code.



Unlike the BlueJ environment, Alice preceded its accompanying teaching approach.
Users of Alice report experiences similar to those reported by users of BlueJ. Powers,
Ecott, and Hirshfield (2007) first used Alice to teach their CSO (introductory)
programming course in the Fall 2005 semester. They followed the approach of Learning
to Program with Alice (Dann, Cooper, and Pausch, 2006) and postponed introducing
programmer-defined variables until late in the Alice portion of the course. They found
that this approach initially contributed to student understanding of loops, conditionals,
and events. Once variables were introduced, however, the difficulties students generally
encounter with these constructs resurfaced.

Clancy (2004) reports a similar experience with a course in which Karel the
Robot (Pattis, 1981) was used to acquaint college students with introductory
programming concepts before moving to the Pascal language. Karel The Robot is a robot
simulator that introduces students to programming using a language similar to Pascal,
except for the absence of variables. One term, a colleague of Clancy’s spent more time
than was typically spent on Karel before transitioning to Pascal. His students exhibited
better than usual comprehension of control flow and procedural decomposition. Once his
students moved to Pascal, however, they experienced difficulty with procedures that
involved parameter passing because they did not understand the concept of a variable.

When object-oriented programming first appeared in the computer science
curriculum, it was taught using what might be described as an “objects-late” or an
“imperative-first” approach (Joint Task Force, 2001). Courses that introduced students to
object-oriented programming began by teaching them fundamental procedural

programming concepts such as variables, assignment, conditionals, loops, and



procedures/functions early in the course, followed by classes and objects later in the
course. Personal experience has taught me that this approach did not work particularly
well. Students struggled to grasp the concept of abstract objects modeling real-world
objects, as well as to master the syntax of the code required to create those objects.
1.3 Contribution to Computer Science Education Research

Computer science educators have been motivated by both the complexity of
object-oriented languages and the complexity of professional tools for programming in
them to develop approaches and environments specifically to help students learn object-
oriented programming. Unfortunately, too little is known about why students find
learning to program so hard. In order to help them resolve their difficulties, more
research needs to be done in pinpointing the source of those difficulties. It is hoped that
by studying the impact of different teaching approaches on student learning of
introductory programming concepts and by building a tool to assess that learning the
research conducted here will have made a meaningful contribution to the body of
computer science education research. According to the Computing Research Association
(CRA), enrollment in American computer science programs during the 2007-2008
academic year increased for the first time in six years (Zweben, 2009). It should go
without saying that any efforts to continue that trend will be welcomed by the computer

science community.



CHAPTER 2: APPROACHES FOR TEACHING OBJECT-ORIENTED
PROGRAMMING

2.1 Brief Descriptions

Numerous approaches for teaching introductory object-oriented (OO)
programming currently exist. Three examples should suffice to demonstrate a diversity
of approaches. Two focus on creating and manipulating classes and objects, while the
third focuses on writing source code. The first represents an “objects-first” approach
supported by the BlueJ environment. Bluel is an easy-to-use integrated development
environment (IDE) that allows beginning Java programmers to visualize and interact with
classes and objects before ever seeing or writing a line of code (Barnes and Koélling,
2005; Bluel, 2005; Kolling, Quig, Patterson, and Rosenberg, 2003). The second
represents either an “objects-first” or an “objects-early” approach supported by the Alice
environment. Alice is a three-dimensional (3-D) graphics programming environment that
enables students to build virtual worlds by dragging and dropping objects, methods, and
control structures into a suitable editor (Alice v3.0, 2010; Dann, Cooper, and Pausch,
2006). The third represents a more traditional “programming-first” or “imperative-first”
approach using Python. Python is an object-oriented scripting language that is being used
increasingly to teach introductory programming because of its simple and flexible syntax
and support for immediate feedback (Grandell, Peltomiki, Back, and Salakoski, 2006;

Python, 2007).



2.2 Detailed Descriptions
2.2.1 Objects-First Approach Using BlueJ

The “objects-first” approach advocates introducing students to concepts such as
classes, objects, methods, and parameters at the very beginning of a course in object-
oriented programming. It encourages students to interact with objects and their methods
before acquainting them with the code that created them.

BlueJ (2005) is an integrated development environment designed specifically for
teaching and learning introductory object-oriented programming in Java. It is basically a
front end developed to run on top of Sun Microsystems’ Java 2 Standard Edition (J2SE)
Development Kit (Java Platform, Standard Edition (J2SE), 2005) to provide an
environment that addresses three key shortcomings identified by its developers of
existing programming environments for object-oriented teaching (Ko6lling, Quig,
Patterson, and Rosenberg, 2003).

These shortcomings are:

e The environment does not reflect the object-oriented paradigm.

¢ The environment has been designed for professionals and is too complex for novices.
® The environment focuses on building graphical user interfaces (GUIs).

BlueJ seeks to overcome these shortcomings by providing beginning programming
students with an easy-to-use environment that allows them to visualize and interact
directly with classes and objects. Visualization is supported through UML-like diagrams.
Interaction is supported through dialogue boxes and popup menus. Templates support
code generation. Finally, BlueJ intentionally shields students from some of the more

advanced concepts of the Java language (for example, the “main” method with its
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required signature “public static void main(String[] args)”) until the instructor is ready to
introduce them. A snapshot of BlueJ after opening the project people, one of the example

projects that comes with the standard BlueJ distribution, is shown in Figure 2-1.

Project Edit Tools Yiew Help

New.Class... N _
- Database |

1
Comopile !
)

Ll

<<abstract>>
L--—-—3| “Person:

AN

Staff . Student

Initialising virtual machine... Done

Figure 2-1. An example Bluel project: people.



Figure 2-2 shows a template for an Administration class, not yet implemented.

dministration
Class Edit Tools Options

@l [Paste] [Find,..] [Fin‘d Next] [Closel Implementation {:/

"53 l/rx i*
il * Write a description of class Adninistration here. §

H
*

* Bauthor (your nanme)
* Qversion (a version number or a date) ’ ;
#/ H
“lijpublic class Administration

3

private int x;

/#R

* Constructor for objects of class Administration
*/

public Administration{)

{

Sy AfAvIal
X = 02

}

/xx

* An example of a method - replace this comment with your owm
*

* @param vy a sanple parameter for a method

* @return the sun of x and y :
%y 1
public int sampleMethod(int y)
{

o seds

return x + y:

changed

Figure 2-2. An example Bluel class template: Administration.

2.2.2  Objects-First or Objects-Early Approach Using Alice

The “objects-first” and the “objects-early” approaches differ only in the amount
of time that elapses before students are introduced to actual programming language code.
The wait is slightly longer for “objects-first” than it is for “objects-early.”

Alice (Alice v3.0, 2010) is a three-dimensional (3-D) graphics programming

environment for building virtual worlds. Originally designed for undergraduate students
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with no 3-D graphics or programming experience, the focus of the Alice project has

expanded to include middle school and high school students. The goal of the Alice

project is to enhance students’ initial experience with learning to program in two ways:

¢ Remove needless frustration.

¢ Provide an environment in which novice programmers of both genders can create
compelling programs.

Needless frustration is minimized by allowing students to create programs without
ever typing a line of code, thereby preventing syntax errors. Programs, or worlds, as they
are called in Alice, are constructed primarily by dragging and dropping objects, their
associated methods, and standard control structures into the appropriate editor. An
environment for creating simple, yet exciting programs is provided by using
“storyboarding” as a metaphor for designing computer programs that take the form of 3-
D movies and games. Students can test their programs at any point in the design process
by simply pressing the Play button on the Alice tool bar.

Figure 2-3 shows an example Alice world, First Encounter. A snapshot of the

world as it plays appears in Figure 2-4 (Dann, Cooper, and Pausch, 2006).



0 0A05712005) - CA\Documents and Settings\WMK\Desktop\Drexel 2005-2006\ndependont Study - AtlervFinal

SaEEN

. |Events |create new event l

When the world starts, do

&3] %luﬁarlander - \ - .
T == © World.my first method |

i

World.my first method No parameters

No variables create new variable

-

Do in order
spiderRobet encounters an alten on a distant moon —
spiderRobot turn * v E alienOnWheels move up 1 meter

spiderRobot roll

spiderR(ibot resize :

Figure 2-3. An example Alice 2.0 world: First Encounter.

Figure 2-4. An example Alice 2.0 world: First Encounter.
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2.2.3 Imperative-First Approach Using Python
The “imperative-first” approach begins by teaching students procedural
programming techniques to learn about the imperative aspects of an object-oriented
language, followed by object-oriented techniques to learn about its object-oriented
qualities. Imperative aspects include expressions, control structures, procedures, and
functions. Object-oriented qualities include classes, objects, methods, and inheritance.
Python (2007) is an object-oriented scripting language that is being used
increasingly to teach introductory programming. (JavaScript is another, but it must be
embedded in a host environment such as a Web page to use it (JavaScript, 2007).)
Features that make the language particularly suitable for beginning programmers include:
e Simple syntax.
e Enforced program structure.
¢ Dynamic typing of variables.
e Powerful built-in types, such as lists.

e Easy-to-use graphics libraries.

Interactive mode for experimenting with code.
The source code for a Python program that calculates compound interest is shown in

Figure 2-5. Figure 2-6 displays the corresponding GUI (Agarwal and Agarwal, 2005).



*complIntCalculator.py’~ C;\D&fl.:li'ne_\ .
Filz Edit Format Run -Options Windows Help

§The Tk interface allows you to set up a GUI.
from Tkinter impors *

#This is executed when the lefr button of the mouse ("Button-l") is pressed.
dai getValue{event):

stringValuel=textl_get ()

Principal=float {stringValuel)

stringValueZ=text2.get {}
Rate=float (stringValue2)

stringWValue3=cext3.get ()
NunYears=float (stringValue3)

Amount=Principal * (1l + Rate) ** MumYVears

labeld4=Label (smallWindow, text="The compounded walus is:$" + "$.Z£" % Amount)
labeld _pack ()

1 $#Set up a new window called smallWindow with the title
#"Compound Interest" of size 200 by 200 pixels.
smallWindow=Tk ()

smallWindow.title{“Conpound Interest™)

smallWindow. geometry("2002200")

fDisplay a label followed by a box for each data entry.
labell=Label {smallWindow, text="Entesr Principal:™)
labell.pack ()

textl=Entry()
textl_packi)

labelZ=Label{smallWindow, text="Enter Race (rsal):")
label? packi)

textZ2=Entry{)
text2.pack{)

label3=Label{smallWindow, text="Enter Humber of Yaars:")
label3 . pack()

text3=Entry(}
text3.pack()

button=Buttoni{text="Caloulata")
button.pack ()
button.bind (" <Button~1%"  getValue)

=loix}]

nainloop () -
: : o » Lr: 50|Col; 0

Figure 2-5. Source code for part of a Python program that calculates compound interest.
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=101 x]

Erter Principal

{1000 ,
Erier Rate {real):” -
65
: Enter Number of Years: .
S i 5

» vv:'Thé't':-ompounded val 3 $162888

Figure 2-6. GUI for a Python program that calculates compound interest.

2.3 Distinctive Features

The teaching approaches described above each have characteristics that their
proponents claim make their approach superior to the others for teaching object-oriented
programming. Advocates of the “objects-first” approach using Blue] believe that
focusing on high-level concepts (graphical representations of classes and objects)
contributes to a better overall understanding of object-oriented programming than
focusing on low-level concepts (lines of source code) (Ko6lling, Quig, Patterson, and
Rosenberg, 2003). Advocates of the “imperative-first” approach using Python claim that
its simple syntax, easy-to-use graphics libraries, and support for small- as well as large-
scale object-oriented program development make it particularly suitable for teaching
introductory programming (Agarwal and Agarwal, 2005, 2006). Finally, Alice’s
advocates believe that blending traditional problem-solving techniques with Hollywood-
style storyboarding will enable students to readily create compelling object-based

programs, thereby improving motivation, reducing attrition, and smoothing the road to
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learning professional object-oriented languages such as C++ or Java (Dann, Cooper, and

Pausch, 2006).
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CHAPTER 3: REVIEW OF NOVICE PROGRAMMER LITERATURE

3.1 Programming Language Knowledge
3.1.1 Procedural and Functional Languages

Early studies of programmers focused on novices learning procedural and
functional languages. These studies frequently involved identifying what concepts
novice programmers are actually learning (or failing to learn) and what misconceptions
they have.

Bonar and Soloway (1983) used video-taped interview studies that focused on
bugs and buggy programs to gain insight into how novices use a programming system.
They found that while novices generally understand what task a program is to carry out,
they have difficulty translating that task into program code.

Soloway, Bonar, and Ehrlich (1989) explored the relationship between the
strategies Pascal programmers use when solving problems involving loops and the
looping constructs they choose to implement their solutions. Results of their study
indicated that people prefer a looping strategy that reads and processes the i"™ element on
the i pass through the loop, as opposed to a strategy that processes the i™ element and
reads the (i + 1)" element on the ™ pass through the loop. Soloway, Bonar, and Ehrlich
also found that people are more likely to write correct programs when programming in
languages that facilitate their preferred cognitive strategy.

Kessler and Anderson (1989) investigated novice learning of control structures
within the context of a LISP-like programming language called SIMPLE. Specifically,

they studied students’ ability to write recursive functions and iterative functions and to
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transfer between these two programming skills. Experimental results showed positive
transfer from writing iterative to recursive functions, but no transfer from writing
recursive to iterative functions. In general, the students had difficulty understanding
flow-of-control concepts.

3.1.2  Object-Oriented Languages

More recent studies have focused on novices learning to program in the object-
oriented paradigm. Two of the four described below were longitudinal studies.

Ragonis and Ben-Ari (2005) investigated high school students learning object-
oriented programming using Java and BluelJ over the course of two academic years.
Specific goals of their study involved identifying key concepts of object-oriented
programming that novices should be taught, the order in which these concepts should be
taught, and the conceptions novices build as well as the difficulties they encounter trying
to learn these concepts. Study results indicated four main categories of object-oriented
concepts: class vs. object, instantiation and constructors, simple vs. composed classes,
and program flow. A total of fifty-eight conceptions and difficulties were identified.

Stamouli and Huggard (2006) conducted a phenomenographic study over an
entire academic year to investigate first-year undergraduate computer science students’
understanding of the principles of object-oriented programming using Java. They found
that over half of the students did not attain a mature understanding of what learning to
program really means. They also found that most of the students perceived program
correctness as syntactic {(language-based) and functional (problem-based) correctness.
The researchers propose that their findings suggest a relationship between the two

themes.
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Wiedenbeck and Ramalingam (1999) compared the comprehension of small
object-oriented and procedural programs by novices. Their goal was to determine the
differences, if any, between novices’ mental representations of object-oriented programs
and procedural programs, and the focus of each. Results of their study indicated that
novices’ mental representations of small object-oriented programs were strongest in
knowledge related to the function of the program, whereas novices’ mental
representations of small procedural programs were strongest in knowledge related to the
program text.

Evidence that Alice provides support for teaching and learning object-oriented
programming is still largely anecdotal. Cooper, Dann, and Pausch (2003a) observed that
novice programmers using Alice developed a firm sense of objects and inheritance, as
well as a strong sense of design. They also noticed that although Alice’s drag-and-drop
editor prevents syntax errors, most students were able to reproduce the proper syntax
when required to do so in code they wrote for exams (Cooper, Dann, and Pausch, 2003b).
3.2 Programming Misconceptions

Clancy (2004) and Soloway and Spohrer (1989) are both excellent resources for
learning about the misconceptions that beginning programmers commonly hold and the
kinds of errors they typically make. Clancy surveyed research into programming
misconceptions and their causes, followed by suggestions for addressing these
misconceptions. Based on the body of research, he divided programming misconceptions
into two mainicategories, those caused by inappropriate transfer, and those caused by

confusion about computational models.
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According to Clancy, sources of inappropriate transfer include:
¢ English (natural language).

¢ Mathematical notation.

* Previous programming experience.

e Overgeneralizing from examples.

¢ Modification of correct rules.

e Misapplication of analogy.

Sources of confusion about computational models include:
¢ Input.

¢ Constructors and destructors.

® Recursion.

* Execution of PROLOG programs.

Many of the examples of research addressing programming-related
misconceptions that Clancy (2004) cited may be found in Studying the Novice
Programmer (Soloway and Spohrer, 1989). Bonar and Soloway (1989) discovered that
novice programmers learning Pascal confused the meaning of “while” in natural language
with its meaning in the Pascal programming language. One subject inferred that since
“while” is typically used as a continually active test in natural language, it can be used
similarly in the Pascal while loop. Putnam, et al. (1989), found that high school students
learning BASIC could not reconcile what they had learned in algebra with what they
were learning in BASIC. One student in particular indicated that the statement LET C =
C + 1 did not make sense and must be an error. The researchers also found that these

students generally experienced difficulty with the concept of reading data (input).
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DuBoulay (1989) cautions programming instructors against the use of analogies. For
example, comparing a variable to a “box” may lead students to believe that a variable,
like a box, can hold multiple values.

Fleury (2000), also cited by Clancy (2004), identified misconceptions related
specifically to object-oriented programming. She found that students taking an
introductory Java course thought that they could assign values to an object’s instance
variables using a mutator function without first allocating memory for the object using a
constructor. She also found that they had apparently generated a set of overgeneralized
rules related to Java classes and objects based on a limited set of examples. Specifically:
¢ Different classes must have different method names.

* Arguments to methods must be numeric types.

* The dot operator must be applied to methods; it cannot be applied to instance or class
variables.

3.3. Scaffolding for Learning Object-Oriented Programming

3.3.1 Definition of Scaffolding

Scaffolding is a form of support that enables a student to solve a problem, carry
out a task, or achieve a goal that would be beyond his capabilities without assistance
(Wood, Bruner, and Ross, 1976). An important characteristic of scaffolding is that it
facilitates the student learning how to perform these activities independently when the
support is removed. Scaffolding was originally used to describe support provided by a
parent or a tutor. Scaffolding is now used increasingly to describe support provided by
software tools, curricula, and other learning resources (Puntambekar and Hiibscher,

2005).
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3.3.2 Key Features of Scaffolding
The key features discussed here are based on the historical and theoretical roots of

scaffolding and are considered critical to its success (Puntambekar and Hiibscher, 2005).

These are:

¢ Intersubjectivity — Intersubjectivity, or shared understanding of a task, is attained
when the tutor and the student arrive at a shared understanding of the goal of the task
the student needs to perform.

¢ Ongoing diagnosis — The tutor must engage in an ongoing diagnosis of the student’s
current level of understanding to provide him with appropriate support. This requires
that the tutor reconcile his theory of the task and how it may be completed with his
theory of the performance characteristics of the student (Wood, Bruner, and Ross,
1976).

® Tailored assistance — The tutor adjusts the amount and type of support he provides
based on his ongoing assessment of the student’s understanding. This requires
continual interactions between the tutor and the student.

e Fading — This involves gradually removing the support as the student takes
responsibility for his own learning until he can function on his own. At this point the
student is able to generalize the process whereby he completed the task and apply it to
similar tasks.

3.3.3  Scaffolding to Support Learning to Program

Over the years, educators have experimented with various forms of scaffolding to

aid students in learning to program. The teaching approaches and supporting
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environments discussed in Section 2 are examples of computer-based scaffolds developed
to help students learn to program in object-oriented languages.
3.4 Theories of Learning to Program

It is common knowledge that students have difficulty learning to program.
Theories have been put forth as to why this is so and suggestions made as to how to
remedy the situation.

3.4.1 Constructivism

Constructivism is a theory of learning which claims that students actively
construct knowledge rather than passively absorb it from textbooks and lectures. New
knowledge is created by combining experiential knowledge with existing knowledge, or
by reflecting on existing knowledge (Ben-Ari, 1998).

Constructivist ideas date back to the time of Socrates (Constructivism as a
Paradigm for Teaching and Learning, 2004). Although many have contributed to
constructivist theories, Emst von Glasersfeld (1990) credits Jean Piaget with being “the
great pioneer of the constructivist theory of knowing today.” Piaget was a trained
biologist who developed theories of intellectual development in the child by studying his
own children (Hergenhahn and Olson, 2001). Greatly influenced by Piaget’s ideas was
Seymour Papert, probably best known as the inventor of LOGO, a programming
language he created to teach mathematics to elementary school children (Papert, 1993).
Papert’s pioneering work has led to the widespread use of computer technology within
constructivist environments (Constructivism as a Paradigm for Teaching and Learning,

2004).
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Constructivism has been applied successfully to learning topics in mathematics
and science (e.g., Cobb, et al., 1991; Cobb and Steffe, 1983). Pea, Soloway, and Spohrer
observed that a student learning to program also engages in constructivist activities.
Specifically, he actively builds a system of conceptual and procedural knowledge related
to programming. In “The Buggy Path to the Development of Programming Expertise”
they explored how this knowledge-building activity may lead to “errors” or
“misconceptions” in programming and how to increase instructors’ awareness with
regard to this phenomenon (Pea, Soloway, and Spohrer, 1987).

Ben-Ari (1998) explores the extent to which constructivism is applicable to
computer science education in general. Ben-Ari contends that many of the difficulties
experienced by a beginning computer science student stem from the fact that he possesses
no effective model of a computer. In other words, he has no existing knowledge in which
to integrate the information about computers and programming he hears in class or reads
in his textbook. Consequently, he must construct his own model of a computer. As an
alternative, Ben-Ari suggests explicitly teaching the model.

Hadjerrouit (1999) describes a pedagogical framework for teaching introductory
object-oriented design and programming based on constructivism. He believes that
constructivism is a particularly appropriate approach for teaching programming in the
object-oriented paradigm because it takes into account a student’s previous programming
knowledge and stresses the need for him to actively participate in the construction of
object-oriented knowledge. Hadjerrouit’s motivation for developing this teaching

approach was the realization that students experience great difficulty learning abstract
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object-oriented concepts, and that their learning may be impeded by the presence of
procedural programming concepts.
3.4.2  Assimilation Encoding Theory

Mayer (1989) discusses how to promote meaningful learning of computer
concepts by novices. Meaningful learning takes place in much the same way that the
constructivists claim new knowledge is created. Specifically, meaningful learning is a
process whereby a learner connects new information with knowledge already existing in
memory. The connecting process is called “assimilation.” The existing knowledge to
which new information is connected is called a “schema.” Learning about computers and
computer programming requires assimilation to schema of new technical information.

Mayer’s Assimilation Encoding Theory provides a three-stage model (shown in
Figure 7) of how technical information must be processed to support meaningful learning
(Mayer, 1979). First, the information is “received” in working memory from short-term
memory (arrow “a”). Second, the information is transferred from working memory to
long-term memory if there 1s knowledge “available” in long-term memory to which to
relate it (arrow “b”). Third, the information is “actively” integrated with relevant existing
knowledge that has been transferred from long-term memory to working memory during

learning (arrow “c”).
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Figure 3-1. Model of Assimilation Encoding Theory (Mayer, 1979).

Mayer (1989) explored techniques for increasing novices’ understanding of
computer programming that involved activating relevant existing knowledge in long-term
memory. Called “relevant anchoring ideas” by Ausubel (1968), two techniques that
Mayer explored are: 1) provide the learner with a concrete model of the computer and 2)
encourage the learner to explain technical information in his own words. Results of a
series of studies indicated that both techniques may lead to enhanced conceptual learning
of technical information, as measured by learners’ ability to solve novel problems.

3.4.3 Advance Organizers

The term “relevant anchoring ideas” derives from Ausubel’s work on advance
organizers (Ausubel, 1960, 1968). Ausubel (1968) described advance organizers as
“appropriately relevant and inclusive introductory materials” presented before the
learning material itself and at a higher level of abstraction, generality, and inclusiveness.
The purpose of the organizer was to provide “ideational scaffolding” for incorporating

and retaining the detailed information in the learning material that followed. While
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Ausubel restricted advance organizers to abstract stimuli, Mayer and other researchers
extended them to include concrete physical analogies (Mayer and Bromage, 1980).
3.5 Model of Object-Oriented Programming

A beginning computer science student possesses no effective model of a
computer. Ben-Ari and others propose providing the student with one to use to integrate
new incoming information about computers and programming. An alternative approach
would be to provide him with support (i.e., some form of scaffolding) for constructing his
own model. One of the purposes of this research is to identify ways of doing precisely
that.
3.6 Transfer in Computing Environments
3.6.1 Definition of Transfer

Merriam-Webster’s Collegiate Dictionary (2003) defines transfer as “the
carryover or generalization of learned responses from one type of situation to another”
(definition 2b). Although the definition seems perfectly straightforward, researchers
interpret transfer of learning in many different ways. According to Barnett and Ceci
(2002), “there is little agreement in the scholarly community about the nature of transfer,
the extent to which it occurs, and the nature of its underlying mechanisms.”
3.6.2 Theories of Transfer

In spite of the controversy, the idea of transfer is still traditionally based on
theories of common elements. Thorndike (1906) proposed a theory of identical elements
which stated that training in one type of mental function or activity would transfer to
another only if the two activities shared common stimulus-response elements. The

common elements in Thorndike’s view involved associations between concrete entities.
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Singley and Anderson (1989) resurrected Thorndike’s theory of identical elements and
recast it in abstract form. Using the ACT* theory of skill acquisition (Anderson, 1983),
they redefined Thorndike’s identical elements as mental elements instead of physical
elements. Essentially, they replaced Thorndike’s concrete stimulus-response pairs with
abstract condition-action pairs called productions. According to Singley and Anderson’s
modified version of the theory, transfer occurs to the extent that sets of productions for
different tasks overlap.

An alternative model of transfer that may prove beneficial to this research bears
mentioning. It is the “actor-oriented transfer” model proposed by Lobato (2003), which
emerged from her work with design experiments that explored transfer of algebraic
concepts. The classical approach to transfer focuses on the degree to which a learner
applies knowledge learned in one situation to a new situation based on the researcher’s
(or another expert’s) model of performance. The actor-oriented approach to transfer de-
emphasizes degree, and focuses rather on the influence of any previous activities on a
learner’s behavior in a novel situation, including the ways in which learning generalizes
(Lobato, 2006).

3.6.3 New Learning as Transfer from Previous Learning

The constructivists believe that students actively construct new knowledge by
combining experiential knowledge §vith existing knowledge. Bransford, Brown, and
Cocking (1999) paraphrase this as “all learning involves transfer from previous
experiences.” They point out that previous learning can help as well as hinder students’
ability to learn new information. For example, children’s experiences with counting and

putting things together when they play help them to learn addition and subtraction of



28

whole numbers when they begin school. Unfortunately, these same experiences
undermine children’s abilities to learn operations with fractions, which are not based on
the same underlying principles as whole numbers (e.g., you can’t generate a fraction by
“counting things”). With respect to computer programming, Hadjerrouit (1999) found
that students’ ability to learn object-oriented programming was somewhat impeded by
their previous experience with procedural programming.
3.6.4 Transfer Between Programming Languages and Text Editors

Studies have been conduéted to investigate transfer of skills between
programming languages and transfer of skills between text editors. Scholtz and
Wiedenbeck (1990a) studied moderately experienced programmers transferring to a new
programming language to determine the kinds of knowledge that transfer and the areas in
which programmers experience difficulties. They found that programmers encounter the
most difficulty trying to figure out how to implement a problem solution in the new
language, whereas issues of syntax and semantics present them with minimal difficulty.

Singley and Anderson (1985, 1988, 1989) studied computer-naive subjects from a
local secretarial school learning to edit text using three different text editors. Two of
these were classified as line editors, while the third was classified as a screen editor.
Singley and Anderson’s goal was to study transfer of text-editing skill between the line
editors and from the line editors to the screen editor. In general, they found positive
transfer of skill both between the line editors and from the line editors to the screen

editor.
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CHAPTER4: EDUCATIONAL ASSESSMENT

4.1 Assessment in Computing

In spite of its unpopularity with students, testing is still the preferred method for
ascertaining the effectiveness of educational endeavors. An instructor who wishes to
assess his students’ learning constructs a test which he then administers to those students.
The results of that test provide the instructor with information about what his students
learned in his classroom based on his instruction. This scenario reflects the current state
of affairs in the field of computer science in which we have no standardized tools to
measure student learning of fundamental programming concepts.

Developing a standardized tool for a field as dynamic as computer science
presents special challenges. Computing educators use a variety of approaches and
languages to introduce students to computer programming. A “language independent”
tool that could be administered at both the beginning and at the end of a course would
enable educators to objectively measure student learning and assess the effectiveness (or
ineffectiveness) of their particular methodologies. For example, do students learn object-
oriented concepts better when taught with an “objects-first” or a “programming-first”
approach? Does programming language make a difference when teaching students about
modular programming (the practice of breaking a program into manageable chunks that
can be easily re-used)?

Several years ago, researchers at another educational institution began work on a
language independent tool to assess learning of fundamental computer science concepts.

An experimental version of this tool was used in the pilot study. Although I was aware
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that the developers of the tool were now in the process of validating it, they were not
willing to share it. Since their experimental tool was the best computer concepts
assessment tool I could find, I adapted it for use at the two universities where the study
was conducted.

The chapter proceeds by reviewing assessment in general, followed by a
discussion of tools to assess student learning in mathematics, science, and engineering,
fields closely related to computer science. It continues by examining recent efforts to
develop assessment tools for computer science. The remaining sections focus on the
process used to develop the computer concepts survey used in this research.

4.2 Principles of Assessment

Educators use a variety of tools and techniques to evaluate student performance in
a particular subject area. These tools and techniques reflect two the key principles of
assessment (Bransford, Brown, and Cocking, 1999):

e  What is assessed must be in agreement with one’s learning goals.
¢ It should provide opportunities for feedback and revision.
4.3 Approaches to Assessment

The two principles cited above correspond to two disparate approaches to
assessment, one traditional, the other contemporary. The first principle corresponds to
the traditional approach, called “summative” assessment. The second principle
corresponds to the contemporary approach, called “formative” assessment (Bransford,
Brown, and Cocking, 1999; Even, 2005).

Summative assessment typically involves giving students a paper-and-pencil test

at the end of a unit of study to measure what they have learned. The grades assigned on
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the test represent the students’ level of achievement and may also be used to classify or
rank the students.

Formative assessment generally takes place in the classroom as a part of
instruction. Examples include teachers’ comments on students’ work in progress, such as
math worksheets, computer programs, or drafts of papers. Formative assessment
emphasizes providing feedback to increase students’ learning and transfer and obtaining
feedback to inform teachers’ instructional decisions.

Ideally, teachers should use a combination of summative and formative
assessment in their teaching. In reality, summative assessment is still the norm in many
classrooms (Bransford, Brown, and Cocking, 1999). This is because many teachers,
parents, and students still equate effective learning with memorizing facts and
procedures, a belief bolstered by the many standardized tests that overemphasize these
same skills. Determining the depth of students’ conceptual understanding requires
formative assessment techniques, however.

4.4 Existing Tools
4.4.1 Mathematics, Science, and Engineering

Many tools exist or are under development to assess student learning in subjects
such as mathematics, science, and engineering. The Algebra End-of-Course Assessment
(2009) is a multiple-choice test that K-12 math teachers can use to measure student
understanding of first-year algebra concepts. The Force Concept Inventory (FCI) is a
multiple-choice test that college physics instructors can use to assess student
understanding of fundamental concepts in Newtonian physics (Hestenes, Wells, and

Swackhamer, 1992). Thermal-science concept inventories have been jointly developed
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by personnel from the University of Wisconsin-Madison and the University of Illinois
Urbana-Champaign. Designed specifically for mechanical engineering undergraduate
students, the three concept inventories evaluate student understanding of concepts in
thermodynamics, fluid mechanics, and heat transfer (Mitchell and Martin, 2007).
Assesément tools are also under development in biology, calculus, and chemistry, to
name but a few (Allen, 2007).

4.4.2 Computing

Assessment tools for computing are sorely lacking. There are two reasons for this
unfortunate state of affairs. The first is that the field of computing, by its very nature, is
highly dynamic. The second is that while the ACM and IEEE provide curricular
guidelines for undergraduate programs in computing (CS2008 Review Taskforce, 2008;
Joint Task Force on Computing Curricula, 2001), there are no actual standards per se as
there are in fields like math and science. A step was taken in that direction, however,
when, in April 2000, the International Technology Education Association (ITEA) and its
Technology for All Americans Project (TfAAP) published Standards for Technological
Literacy: Content for the Study of Technology. This document defines technological
literacy, and articulates the knowledge and abilities students in grades K-12 need to
become technologically literate. It does not provide a curriculum, however (ITEA,
2007). The International Society for Technology in Education (ISTE) also publishes the
one-page National Educational Technology Standards (NETS*S) and Performance
Indicators for Students (NETSS, 2007), which outlines six areas in which students
should possess technological competency. These include understanding technology

concepts, systems, and operations, among others.
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The Educational Testing Service (ETS) maintains the Carl C. Brigham Library
Test Link database of more than 25,000 tests created by authors inside and outside of the
ETS. Querying the database for the search term comput* in the title field yielded over
100 matches which included:
e Advanced Placement Program: Computer Science A Exam
e Certificate in Computer Programming Examinations
e Computer Literacy Examination : Cognitive Aspect
¢ Computer Science Placement Exam
* Computer Science Test for Grades Nine Through Twelve
* Major Field Tests: Computer Science
e Student Occupational Competency Achievement Testing: Computer Programming
Unfortunately, based on their descriptions, none of these tests is appropriate for assessing
fundamental programming knowledge. In other words, there is no computer science
equivalent of the Force Concept Inventory.
4.5 A Tool for Introductory Computing
4.5.1 Rationale

The computer concepts survey used in the pilot study (described in Chapter 5)
was a slightly modified version of an experimental tool developed at another educational
institution (The name is being withheld in the interest of confidentiality.). In order to
validate the results of the pilot study and to further investigate the impact of different
teaching approaches on students’ ability to learn both fundamental programming
concepts and specific object-oriented programming concepts, it would be better to use a

tool that has been thoroughly tested. Unfortunately, no such tool is currently available.
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Although I was aware that the developers of the experimental tool were now in the
process of validating the tool, they were not willing to share it. Consequently, I modified
. the experimental tool yet again to better suit the student population with which it would
be used. Adjustments were made in accordance with the guidelines laid out in the next
section.
4.5.2 Characteristics of the Tool
A list of guidelines for creating a computer concepts assessment tool was
developed by drawing on personal experience teaching computer science and
programming, the literature on computer concepts inventories under development (Tew
and Guzdial, 2010; Goldman, et al., 2008), and the literature on novice programmers’
errors and misconceptions (Clancy, 2004; Soloway and Spohrer, 1989). A review of this
literature combined with personal experience suggests that an instrument designed to
assess student learning of introductory programming concepts should possess certain
characteristics. Specifically, it should consist of questions and response choices:
1) Based on topics that students generally encounter in a first course in computer
programming (i.e., topics taught in a first programming course).
2) Based on topics that experts agree students should master by the end of a first course
in computer programming (i.e., fopics agreed upon by experts).
3) That contain distracters (incorrect answer choices intended to mislead the test taker)
based on the misconceptions that students learning to program commonly hold and
the kinds of errors they typically make (i.e., distracters based on novice errors and

misconceptions).
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4) Written in a language that is “programming language independent” (i.e., language

independent pseudocode).

1) Topics taught in a first programming course

A good sense of topics generally taught in a first computer programming course
can be obtained by examining sample syllabi from institutions offering such courses. I
looked at syllabi from two different introductory programming courses taught at Rowan
University in Glassboro, NJ (Hartley, 2009; Provine, 2009), and two different
introductory programming courses taught at Drexel University in Philadelphia, PA
(Medlock, 2008; Popyack, 2009). While the topics covered in the four courses were not
exactly the same, they did commonly include: variables, conditionals, loops, arrays,
methods, and objects.

Tew and Guzdial (2010) recently reported on their progress in creating a language
independent CS1 assessment instrument. Section 4 of the paper discusses their strategy
for defining the instrument’s content. They began by analyzing the tables of contents of
twelve of the most widely adopted CS1 textbooks to identify a set of common concepts,
then used the Computing Curricula 2001 Computer Science guidelines for conceptual
content of introductory programming courses to refine the list.

2) Topics agreed upon by experts

Efforts are being made at both the undergraduate and pre-college (K-12) levels to
arrive at a consensus regarding topics in computing that should constitute a standardized
curriculum in computer science education. In 2006, the Computer Science Teachers

Association (CSTA) published the second edition of the ACM Model Curriculum for K-
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12 Computer Science. According to the executive summary, the purpose of this report is
to propose “a model curriculum that can be used to integrate computer science fluency
and competency throughout primary and secondary schools, both in the United States and
throughout the world.” In addition, “It provides a framework within which state
departments of education and school districts can revise their curricula to better address
the need to educate young people in this important subject area, and thus better prepare
them for effective citizenship in the 21st century.” (CSTA, 2005)

As discussed in the section on assessment tools for computing, the ACM and
IEEE provide curricular guidelines for undergraduate programs in computing (CS2008
Review Taskforce, 2008; Joint Task Force on Computing Curricula, 2001). The
Programming Fundamentals knowledge area defines the skills and concepts that students
must master to become proficient programmers regardless of paradigm. Of the eight core
topics, fundamental constructs, algorithmic problem solving, data structures, recursion,
object-orientation, and secure programming are the six regularly included in introductory
programming courses. (The remaining two are event-driven programming and

foundations of information security.)
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In 2008, Goldman, et al. (2008) employed a Delphi process to identify important
and difficult concepts in college-level introductory computing courses. The experts who
participated in the study agreed upon eleven topics for the particular area of programming
fundamentals. Arranged in order from most important to least important, these are:
® Procedure design.
¢ Conceptualize problems, design solutions.

* Issues of scope, local vs. global.

* Functional decomposition, modularization.

¢ Designing tests.

* Parameter scope, use in design.

¢ Debugging, exception handling.

e Abstraction/pattern recognition and use.

® Recursion, tracing and designing.

® Inheritance.

¢ Memory model, references, pointers.

In light of the current emphasis on object-oriented programming, it is worth noting that
only one of the eleven topics, inheritance, is exclusively object-oriented.

The Goldman, et al., study was conducted as part of a multi-institution project led
by Craig Zilles to develop concept inventories for three introductory computer science
subjects: discrete math, digital logic design, and programming fundamentals (Concept
Inventories, 2010). Using a Delphi process to identify important and difficult concepts is
step one of the four-step process the project investigators plan to use to develop the

inventories. Steps two through four are: identify common misconceptions for those



38

concepts, design questions using those misconceptions, and validate the concept
inventory (Goldman, et al., 2008). According to the information posted on the publicly
accessible portion of their Web site (Concept Inventories, 2010), the only concept
inventory on which they have done extensive work is the concept inventory for digital
logic design. Herman, Loui, and Zilles (2010) describe the process used to create and
evaluate an alpha version of the digital logic concept inventory that was administered to
203 students from the University of Illinois at Urbana-Champaign in Spring 2009.

3) Distracters based on novice errors and misconceptions

Clancy (2004) and Soloway and Spohrer (1989) are good resources for learning
about beginning programmers’ errors and misconceptions. This literature was reviewed
in Chapter 3.

The focus here is on the use of novice errors and misconceptions to inform the
development of incorrect answer choices. However, errors commonly made and
misconceptions commonly held can also inform the development of the questions
themselves. A good example is a question that asks a student to trace the code for a
“while” loop in which the loop control variable never gets incremented {(a very common
error!).

4) Language independent pseudocode

A good model for an appropriate pseudocode is that employed in Mathematical
Structures for Computer Science (Gersting, 2007). Gersting defines pseudocode as a
compromise form for describing algorithms that is readily understood by
nonprogrammers. It is, in her words, “a form that is a middle ground between a purely

verbal description in paragraph form and a computer program written in a programming



language.” The pseudocode that Gersting employs is a cross between English and a
Pascal-like procedural language. It is particularly suitable for students with minimal

programming experience. Two samples from her book appear in Figures 4-1 and 4-2.
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GCD(positive integer a; positive integer b) -
Hla=b

Local variables:
integers i, j
i=a
i=b
while j »# 0 do
computei = gj + r,0 =r<j
i=j
Jj=r
end while

//i now has the value gcd(a b)
return i; - .

end _ﬁmcuon GCD

Figure 4-1. Pseudocode for Euclidean Algorithm (Gersting, 2007).

Bmm—ySearch(hst L; integer i t, ‘integer J; ], itemtype x)
ffsearches sorted list L from L[i] to L[J} for 1tem x
if i > j then
Wnte(‘ not found”)
else

find the index k of the middle item in the list LE-L{jT
if x = middle item then
write(“found™)
else o
if x < middle item then
BinarySearch(L, i, k — 1, x)
. BinarySearch(L, k + 1, j, x)
endif
~ end if
end if
end function BinarySearch

Figure 4-2. Pseudocode for BinarySearch Algorithm (Gersting, 2007).

40
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4.5.3 Tool Development

The assessment tool used in this research was created by modifying the
experimental tool used in the pilot study. The topic areas are based on the core topics
defined in the ACM/IEEE guidelines’ Programming Fundamentals knowledge area
(CS2008 Review Taskforce, 2008), i.e., the Topics agreed upon by experts, as well as the
Topics taught in a first programming course, discussed in Section 4.5.2. In addition, it
seemed important to include a question asking students to rank the difficulty level of the
computer concepts survey using a Likert-type scale. The current tool employs a multiple-
choice format in which questions consist of a stem (actual question) and four possible
responses. Of the four responses, one is correct, while the others are distracters (incorrect
responses).

Analysis of the pilot study results revealed features of the experimental tool that
needed to be adjusted for further use with Rowan and Drexel students. A few of the
questions were too easy, while others were too hard. In addition, many distracters were
never chosen. Finally, the pseudocode was unlike the pseudocode that Rowan and
Drexel students are accustomed to seeing in their computer programming classes.

Adapting the experimental tool entailed modifying the question stems, responses,
and pseudocode. Ideas for questions to replace those that were too easy or too hard were
drawn from programming textbooks, personal experience teaching programming, and, in
one case, a sample major field test for computer science. Ideas for distracters to replace
those that were never chosen were drawn from the literature on novice programmers’
errors and misconceptions (discussed in Distracters based on novice errors and

misconceptions, Section 4.5.2), personal teaching experience, and personal experience
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doing SAT test preparation. The pseudocode was modeled after the pseudocode used by
Gersting (discussed in Language independent pseudocode, Section 4.5.2) and the
pseudocode used by a member of the Drexel Computer Science faculty in a diagnostic
test he developed.
4.5.4 Reliability and Validity of the Tool

Measurement experts currently associate validity with a set of scores rather than
with the assessment tool used to produce them (American Educational Research
Association, American Psychological Association & National Council on Measurement
in Education, 1999). Simply put, validity has to do with the meaning of the scores and
how we use them. It also has to do with the item responses that are aggregated to form
the scores (Haladyna, 2004). According to Ebel and Frisbie (1991), validity has two
aspects: what is measured and how consistently it is measured. Area of measurement
refers to a particular cognitive ability of interest. Consistency of measurement refers to

reliability. Reliability is a necessary but not sufficient condition to ensure validity.
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A variety of methods exist for estimating score reliability (Ebel and Frisbie,
1991). These include test-retest, equivalent forms, split halves, Kuder-Richardson, and
Cronbach’s alpha. The methods used in this research estimated reliability using
information internal to the test. They are:
¢ Kuder-Richardson — Kuder and Richardson (1937) developed two of the most widely

accepted formulas for estimating reliability, K-R20 and K-R21. K-R20 uses number
of test items, proportion of correct/incorrect responses for each item, and variance of
test scores to estimate reliability. K-R21 uses test mean in place of proportion of
correct/incorrect responses for each item to estimate the value of K-R20.

e Cronbach’s alpha — This method, unlike K-R20, can be used to estimate reliability for
tests that employ weighted scoring. The formula is similar to K-R20 and uses
number of test items, variance of each item, and variance of test scores to estimate
reliability.

Researchers developing assessment tools comparable to the computer concepts
assessment tool have used either K-R21 or Cronbach’s alpha to measure reliability
(Herman, Loui, and Zilles, 2010; Nugent, Soh, Samal, and Lang, 2006), hence the choice
of internal consistency measures. K-R21 is easy to use, but may underestimate the
reliability coefficient depending on the average scores of the individual test items (Ebel
and Frisbie, 1991). Cronbach’s alpha was therefore used to obtain a second measure of
reliability. The K-R21 and Cronbach’s alpha formulas are similar, so their results will be
similar, but the Cronbach’s alpha reliability estimates will usually be a little higher.

The decision was also made to obtain separate reliability ratings for the pre-test

and the post-test instead of obtaining a single, overall reliability rating. Analysis of the
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demographic surveys indicated that some of the students had not been exposed to all of
the programming concepts before taking the pre-test. By the time they took the post-test,
they would have been introduced to all of the concepts. Consequently, it was decided to
measure reliability separately for the pre- and post-test.

Validating test scores requires gathering evidence to support how the scores are
interpreted and used. It is more difficult to demonstrate than reliability because there is
no simple prescription for determining the forms of evidence that will be sufficient. The
three general categories of validity evidence are content-related, criterion-related, and
construct-related (Ebel and Frisbie, 1991). The two most appropriate for this research
are:

e Content-related — This type of evidence deals with how well the content of the test
represents the domain of knowledge, skills, and tasks the test is intended to measure.

e Construct-related — This type of evidence deals with what the test scores mean as a
psychological construct. For example, if a test is intended to measure the
psychological construct “understanding of fundamental programming concepts,” is

there sufficient evidence to show that it does?

Approaches used in this research to demonstrate content validity included:
¢ Insuring that the questions making up the computer concepts inventory addressed
core concepts of the Programming Fundamentals knowledge area defined by the
2008 ACM/IEEE curricular guidelines.
® Psychometric analysis techniques (section 8.5.3) to show that a majority of the
inventory questions effectively discriminated between students who performed well

on the inventory from those who did not.
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Psychometric analysis techniques (section 8.5.2) to show that all distracters were
chosen and that many of the distracters exhibited desirable response patterns (i.e., the
percentage of students choosing distracters was inversely related to the students’
scores).

Expert reviews of the questions and corresponding answer choices for

appropriateness.

Approaches used in this research to investigate construct validity included:
Factor analysis to determine which questions should be removed from the computer
concepts inventory because they did not meet the acceptable load threshold of 0.4.
Factor analysis to determine how well the inventory questions grouped into the

constructs they were intended to measure.
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CHAPTER 5: PILOT STUDY

5.1 Purpose

A pilot study was conducted to investigate the effectiveness of disparate teaching
approaches currently being used to help students learn to program in object-oriented
languages.
5.2 Participants

Fourteen students enrolled in two different C++ courses (CS 131, CS 171) during
the Fall 2008-2009 and Winter 2008-2009 terms at Drexel participated in the study.
Students in these particular courses were targeted for recruitment because of their
previous programming experience. Students enrolled in CS 131 generally take an earlier
course (CS 130) that introduces them to programming using Alice. Alice is a three-
dimensional (3-D) graphics programming environment that minimizes the frustration of
learning to program by enabling students to create compelling programs without ever
writing a line of code. Students enrolled in CS 171 generally take courses that introduce
them to programming using languages such as JavaScript or Python. Students learn to
program in these languages by writing source code in text-based environments.
5.3 Task

All fourteen participants completed the study, which consisted of two sessions.
They were paid for their participation. The first session was scheduled near the
beginning of the term, while the second session was scheduled near the end of the term
(or at the start of the following term). During the first session, each student was asked to

complete three surveys: a demographic survey to obtain information about his
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background; an attitude survey to gain insight into his attitude toward computer science
and programming; and a computer concepts survey to assess his knowledge of computer
programming concepts. Students who participated in the study during the Winter 2008-
2009 term were also asked to solve a simple programming problem at the computer.
During the second session, each student was asked once again to complete the attitude
and computer concepts surveys. Those who participated during the Winter 2008-2009
term were asked to solve a slightly harder programming problem. Most of the students
completed each session in an hour or slightly more. The sessions were not timed.
5.4 Results

The data obtained from the demographic and computer concepts surveys is of
most interest to me. However, after recording the participants’ responses to the questions
on the computer concepts survey, it seemed necessary to find a way to compute pre- and
post-test scores for each participant that accounted for correct responses, incorrect
responses, and non-responses (i.e., omissions). The algorithm used to compute a raw
score on the multiple-choice portions of the SAT seemed appropriate. Specifically, “1” is
assigned for each correct response, “-1/(number of incorrect responses)” is assigned for
each incorrect response, and “nothing” (1.e., “0”) is assigned for non-responses.
Applying that algorithm yielded the summarized results for sessions one and two that
appear in Appendices B and C. The results of the demographic survey appear in
Appendix A.

Ten of the fourteen participants majored in areas other than Computer Science

and Software Engineering. These students possessed the programming backgrounds
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closest to what I had been looking for in study participants. Consequently, the
subsequent summary and analysis will focus on the performance of these ten students.

The ten students of interest included five Physics majors, one Information
Technology major, two Mathematics majors, and two Digital Media majors. The Physics
and Information Technology majors had programmed mainly in Python. The
Mathematics and Digital Media majors had programmed mainly in Alice. The Excel
spreadsheets that follow (Figures 5-1 and 5-2) display the mean pre- and post-test scores
for these two groups of students, as well as the mean pre- and post-test scores for all of
the students who participated in the study. The spreadsheets also display the percent
change in these scores. Scores were calculated for categories of questions and for the
computer concepts survey as a whole. The two spreadsheets show the different ways in
which questions were grouped into categories. The shaded regions highlight findings that

I found to be of particular interest.
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Figure 5-1. Mean pre-test (session one), post-test (session two), and percent change scores for pilot
study (categorization scheme one).
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Figure 5-2. Mean pre-test (session one), post-test (session two), and percent change scores for pilot
study (categorization scheme two).

5.5 Analysis

The findings were both interesting and unexpected. (Note: For the purpose of this
discussion, the students who had programmed mainly in Python will be referred to as the
“Python programmers,” and the students who had programmed mainly in Alice will be
referred to as the “Alice programmers.”) For example, the Alice programmers
outperformed the Python programmers on the questions involving objects in session one
(as predicted), but the situation was reversed in session two. Overall, the Python
programmers exhibited a 42.1% increase in performance on the objects questions,
whereas the Alice programmers exhibited a 36.4% decrease in performance. The
situation was similar for the questions involving tracing code. In session one, the Alice
programmers once agatn outperformed the Python programmers, but in session two, the
opposite occurred. Overall, the Python programmers exhibited a 13.5% increase in

performance on the code tracing questions, whereas the Alice programmers
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exhibited a 37.5% decrease in performance. (The prediction was that the code-based, in
this case Python, programmers would prevail on questions involving program flow.)

The results from the questions involving writing code were unexpected (although
the write questions merely required students to recognize the correct programming
solution, not actually author it). The Alice programmers outperformed the Python
programmers in both sessions (not as predicted). In fact, from session one to session two,
the Alice programmers exhibited a 57.7% increase in performance on the code writing
questions, whereas the Python programmers exhibited only a 16.7% increase in
performance.

Both groups of programmers performed similarly in session one on the questions
involving basics, loops (without arrays), functions, and arrays (only, no loops). These
results did not carry over to session two, however. From session one to session two, the
Alice programmers exhibited an increase in performance on the basics, loops (without
arrays), and functions questions, whereas the Python programmers exhibited a decrease
in performance on those questions. Interestingly, the increase in performance
demonstrated by the Alice programmers on the functions questions was an incredible
250.3%!

The overall improvement in performance for the two sessions was comparable,

10.3% for the Alice programmers and10.7% for the Python programmers.
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CHAPTER 6: RESEARCH QUESTIONS AND HYPOTHESES

6.1 Research Questions

Explorations into the different teaching approaches and programming languages
currently being used to teach introductory object-oriented (OO) programming led to
questions regarding the impact of these approaches and languages on students’ ability to
learn both fundamental and OO programming concepts. Assessing these abilities is best
accomplished using a computer concepts inventory. Since no such tool exists, one was
developed for the purpose of this research. The research questions that follow resulted
from the processes of exploration and tool development described above. They are:

¢  (1: In a field like computer science where there are educational guidelines but no
actual standards, is it possible to create a tool to assess student knowledge of
fundamental and object-oriented programming concepts that is sufficiently “generic”
to be adopted for general use?

* Q 2: What effect does the teaching approach and/or programming language have on
students’ ability to grasp fundamental programming concepts (e.g., assignment,
iteration, functional decomposition, program flow, etc.)?

e Q 3: What effect does the teaching approach and/or programming language have on
students’ ability to grasp specific object-oriented programming concepts (e.g., class
creation, method invocation, object instantiation, etc.)?

* (Q 4: What effect does the teaching approach and/or programming language have on
students’ ability to select the correct code to complete the solution to a programming

problem when provided with multiple options?
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6.2 Related Hypotheses

The next chapter will describe the design of the experiment conducted to
investigate the research questions posed above. The hypotheses that were tested with
respect to the research questions follow.

The hypothesis that was tested with respect to the first research question (Q 1) was:

e H 1: The computer concepts assessment tool created for use in this study will prove
effective if a majority of its questions discriminate well between high and low scoring
students.

The hypothesis that was tested with respect to the second research question (Q 2) was:

e H 2: Students taught to program using different approaches and/or languages will
exhibit different strengths and weaknesses with respect to their performance on
questions that test their knowledge of fundamental programming concepts.

The hypothesis that wias tested with respect to the third research question (Q 3) was:

e H 3: Students taught to program using the “objects-first/objects-early” approach will
perform better on problems that test their knowledge of object orientation than
students taught to program using the “programming-first” approach.

The hypothesis that was tested with respect to the fourth research question (Q 4) was:

¢ H 4: Students taught to program using highly structured languages will perform better
on code-completion problems than students taught to program using less structured

languages.
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CHAPTER 7: EXPERIMENTAL STUDY DESIGN

7.1 Purpose of Study
This research study examined the performance of students enrolled in freshman

level programming courses for the purpose of investigating the research questions
outlined in the preceding chapter. It was specifically designed to explore the impact of
different teaching approaches and languages on students’ grasp of fundamental and
object-oriented programming concepts using the assessment tool developed for the study.
7.2 Description of Methodoelogy (General)
7.2.1 Time Dimension

The study was an exploratory study conducted over the course of two quarters
(Drexel University) and one semester (Rowan University).
7.2.2  Units of Analysis

The dual nature of the study necessitated two units of analysis. The first was the
computer concepts inventory developed to assess student learning of fundamental and
object-oriented programming concepts. The second was the teaching approach and/or
programming language used in the introductory programming courses.
7.2.3  Units of Observation (Participants)

The units of observation were students enrolled in freshman level programming
courses at Rowan University in Glassboro, New Jersey, and Drexel University in
Philadelphia, Pennsylvania. Details about the students and the courses from which they

were recruited are presented in Chapter 8.
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7.2.4 Constructs

The indicators described in the Terms or Components section below were used to
evaluate the effectiveness of the computer concepts inventory and to assess the impact of
the different teaching approaches and languages on students’ grasp of fundamental and
object-oriented programming concepts.

7.2.5 Terms or Components

Standard item analysis techniques for multiple-choice tests were used to evaluate
the quality of the computer concepts inventory. These techniques are discussed in
parallel with the results of the analysis in Chapter 8.

The computer concepts inventory was developed because indicators were needed
to measure the abstract ideas I wished to study. Specifically, I hoped to identify features
of approaches and languages for teaching introductory object-oriented programming that
fostered/hampered students’ ability to:

e Grasp fundamental programming concepts such as assignment, iteration, functional
decomposition, and program flow.

e Grasp specific object-oriented programming concepts such as class creation, method
invocation, and object instantiation.

® Choose the correct code to complete the solution to a programming problem when
provided with multiple options.

A variety of statistical analysis techniques were used to analyze the students’
performance on the computer concepts inventory. These included the repeated measures
ANOVA,; the one-way, between-subjects ANOVA; the Tukey test; and the within-

subjects paired samples -test.
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Quantitative techniques were also employed to interpret the students’ responses to
the demographic and attitude surveys.
7.2.6  Level of Measurement
The level of measurement was predominantly scalar.
7.3 Description of Methodology (Detailed)
7.3.1 Description
This experiment explored the impact of different teaching approaches and
languages on students’ grasp of fundamental and object-oriented programming concepts
using the assessment tool developed for the study.
7.3.2 Research Questions
* Q 1: In a field like computer science where there are educational guidelines but no
actual standards, is it possible to create a tool to assess student knowledge of
fundamental and object-oriented programming concepts that is sufficiently “generic”
to be adopted for general use?
® Q 2: What effect does the teaching approach and/or programming language have on
students’ ability to grasp fundamental programming concepts (e.g., assignment,
iteration, functional decomposition, program flow, etc.)?
¢ (Q 3: What effect does the teaching approach and/or programming language have on
students’ ability to grasp specific object-oriented programming concepts (e.g., class
creation, method invocation, object instantiation, etc.)?
¢ Q4: What effect does the teaching approach and/or programming language have on
students’ ability to select the correct code to complete the solution to a programming

problem when provided with multiple options?
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7.3.3 Related Hypotheses

H 1: The computer concepts assessment tool created for use in this study will prove
effective if a majority of its questions discriminate well between high and low scoring
students.

e H 2: Students taught to program using different approaches and/or languages will
exhibit different strengths and weaknesses with respect to their performance on
questions that test their knowledge of fundamental programming concepts.

e H 3: Students taught to program using the “objects-first/objects-early” approach will
perform better on problems that test their knowledge of object orientation than
students taught to program using the “programming-first” approach.

e H 4: Students taught to program using highly structured languages will perform better
on code-completion problems than students taught to program using less structured
languages.

7.3.4  Methodology

Students enrolled in freshman level Java, C++, and Visual Basic programming
courses at Rowan University in Glassboro, New Jersey, and Drexel University in

Philadelphia, Pennsylvania, participated in the study. They were assessed using the

techniques described below and were assured that their performance on study-related

tasks would not adversely affect their course grade in any way.

e At the start of the course, I asked the students to complete three surveys:

o A demographic survey that asked them to provide background information about
their academic level, major, gender, ethnicity, age, programming language

experience, and SAT and ACT math scores.
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o An attitude survey that asked them to respond to a series of statements designed to

gain insight into their attitudes toward computer science and programming.

o A computer concepts survey that asked them to answer twenty-five multiple-
choice questions designed to assess their knowledge of computer programming
concepts (the computer programming concepts tool described in Chapter 4).

e At the end of the course, I asked the students once again to complete the attitude
survey and computer concepts survey for purposes of comparison.
7.3.5 Data Analysis
The data gathered during the study was analyzed for the purpose of drawing
conclusions regarding the stated hypotheses. The dual nature of the study necessitated
two different forms of analysis:
¢ Item response pattern analysis, item discrimination analysis, and reliability analysis to
evaluate the effectiveness of the computer concepts assessment instrument.
¢ Standard statistical techniques that included the repeated measures ANOVA; the one-
way, between-subjects ANOVA; the Tukey test; and the within-subjects paired
samples #-test to analyze the students’ performance on the assessment instrument.
The above techniques are discussed in parallel with the results of the analysis in Chapter
8.
Quantitative techniques were also employed to interpret the students’ responses to

the demographic and attitude surveys.
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CHAPTER 8: MAIN STUDY DESCRIPTION AND RESULTS

8.1 Purpose
A research study was conducted to investigate the following research questions:

e Q I: In a field like computer science where there are educational guidelines but no
actual standards, is it possible to create a tool to assess student knowledge of
fundamental and object-oriented programming concepts that is sufficiently “generic”
to be adopted for general use?

e (Q 2: What effect does the teaching approach and/or programming language have on
students’ ability to grasp fundamental programming concepts (e.g., assignment,
iteration, functional decomposition, program flow, etc.)?

e Q 3: What effect does the teaching approach and/or programming language have on
students’ ability to grasp specific object-oriented programming concepts (e.g., class
creation, method invocation, object instantiation, etc.)?

* (Q 4: What effect does the teaching approach and/or programming language have on
students’ ability to select the correct code to complete the solution to a programming
problem when provided with multiple options?

8.2 Participants

Sixty-nine students participated in the study. Sixty-four of these were from

Rowan University in Glassboro, New Jersey. The remaining five were from Drexel

University in Philadelphia, Pennsylvania. The Rowan students were enrolled in courses

in Java (CS 113, CS 114), Visual Basic (CS 141), and C++ (CS 103) during the Spring

2009-2010 semester. The Drexel students were enrolled in courses in C++ (CS 132, CS
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172, SE 103) during the Spring 2009-2010 quarter. Students in these particular courses
were targeted for recruitment because of the level of the course and the programming
language in which it was taught. Specifically, I sought to recruit students taking
freshman level programming courses that employed a variety of languages and teaching
approaches. I also sought to recruit entire classes where possible in order to insure a
wide range of abilities and a diversity of majors among the student participants.

The above students were recruited by contacting the instructors of the courses of
interest, who then advertised the study on my behalf or who graciously invited me into
their classes so that their students, if willing, could complete my surveys. The CS 113
(Java), CS 141 (Visual Basic), and CS 103 (C++) students represented a substantial
proportion of their respective classes. The CS 114 (Java), CS 132 (C++), CS 172 (C++),
and SE 103 (C++) represented a much smaller proportion of their respective classes.

All of the students who participated in the study were enrolled in courses that
required prior programming experience. Although the prerequisites are not always
enforced, it was clear from the student responses to the demographic survey that most
had programmed before. Languages previously studied included Alice, Basic, C, C++,
Java, JavaScript, and Visual Basic.

The sixty-one students who completed both parts of the study represented a
variety of majors. Fourteen were Computer Science (CS) majors. Twenty-one were
Management Information Systems (MIS) majors; two of the MIS majors had second
majors in Marketing (MKT) and Radio, Television, and Film (RTF), respectively. Nine
were Electrical and Computer Engineering (ECE) majors. Ten were Mechanical

Engineering (ME) majors. Three were Mathematics (MATH) majors; two of the MATH
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majors had second majors in Physics (PHYS) and Economics (ECON), respectively. Of
the three remaining students, one was a Software Engineering (SE) major, one was a
Liberal Arts (LA) major, and one was non-matriculated (N/A). Interestingly, seven of the
eight students who completed only the first part of the study were MIS majors; the eighth
was a CS major.

Additional information about the research study participants, such as the fact that
only seven out of sixty-one were female, can be viewed in Appendix L.
8.3 Task

Sixty-one of the original sixty-nine participants completed the study, which
consisted of two sessions. The first session was scheduled near the beginning of the
term, while the second session was scheduled near the end of the term. During the first
session, each student was asked to complete three surveys: a demographic survey to
obtain information about his background (Appendix M); an attitude survey to gain insight
into his attitude toward computer science and programming (Appendix N); and a
computer concepts survey to assess his knowledge of computer programming concepts
(Appendix O). During the second session, each student was asked once again to
complete the attitude and computer concepts surveys. Most of the students completed
each session in an hour or less. The sessions were not timed. Each student who
completed the study received a stipend of $15.00.
8.4 Results

Because of the dual nature of the research study, the presentation, analysis, and

discussion of the data gathered is divided into two parts. The first part will focus on the
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assessment tool. The second part will explore how useful the tool was in assessing
student performance.
8.5 Assessment Tool
8.5.1 Scoring Procedure

The scoring procedure for the version of the computer concepts survey used in the
pilot study employed the algorithm used to compute a raw score on the multiple-choice
portions of the SAT. This algorithm assigns a “1” for each correct response, a “-
1/(number of incorrect responses)” for each incorrect response, and a “0” for each
nonresponse. However, after reviewing additional literature on constructing and scoring
multiple-choice tests (DeAyala, Plake, and Impara, 2001; Ebel and Frisbie, 1991;
Haladyna, 2004), it seemed more appropriate to use an algorithm that assigns a “1” for
each correct response, a “0” for each incorrect response, and a “0.5” for each
nonresponse. In a study that investigated the effect of omitted responses on an
examinee's ability estimate, DeAyala, Plake, and Impara (2001) found that substituting
0.5 for omitted responses yielded ability estimates nearly as accurate as those that used
complete data. They also concluded that treating blank responses as incorrect is probably
the worst practice.
8.5.2  Item Response Pattern Analysis

Multiple techniques exist for evaluating the effectiveness of assessment tools.
One approach for evaluating the quality of tools composed of multiple-choice questions
is to study the item (question) response patterns. Every multiple-choice question exhibits
a response pattern that is either desirable or undesirable. High scoring students tend to

choose correct answers, while low scoring students tend to choose incorrect answers.
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Research has revealed a pattern to the relationship between distracter (incorrect answer)
choice and overall test score (Haladyna, 2004). Consequently, it is important to examine
both correct and incorrect answer choices. Our starting point for evaluating the
effectiveness of the computer concepts assessment tool constructed for this research is to
determine:

e The proportion of students who answered each question.

¢ The proportion of students who answered each question correctly.

¢ The efficiency of the distracters.

Figure 8-1 shows the results of this analysis for session one of the study. Figure 8-2
shows the results for session two. Only the responses for the 61 students who completed

both parts of the study were used in the analysis.

Response %|Q1 |a2 a3 s Jas  Jas Jaz  Jas |os  Jae Jan  lan
A p61] 002 o0z[ 030 a0 0.20 0.05 013}~ oas] a8l ol 0.25
B 010 o00s[ 674 o005 013 031 003 061 15 o005 05 o023
€ 0.18 0.20 0.08 0.36 0.02 0.67 0.10 0.12 003 028 0.31
D 020 o013 o003  oss o038 o045 o023 o007 oul 06 003  on
E
Total 0.98 .00 053 097 095 053 098 050 089 095 035 0.0
Response%[Q13  |Q14  |a15  |a1s  Jawy Q18 a1 a0 a1 @22 Jaz  [aza
A 039 039] o031 o018 ox 628 o028 o052 016 011 015 0.08
B 0.10 0.05 0.13 031 - o3 o007 0.11 0.18 039] 025 0.25 0.20
< 005  o33] o023 o1s] o8 0.31 0.25 0.03 0.18 021" " 038 048
D 043 010 025 0.25 007 023  vas o1s o007 o30] en 0.13
3
Total 097 087 092 039 052 089 0.82 052 080 087 0.89 0387

Correct Response: [:I

Figure 8-1. Proportion of students who chose each question response for session one (pre-test).
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Response % |Q 1 la2 las a4 las las la7 las as laze  |Jann a2
A 0.63] 005 0.10 030 011 0.23 0.10 0.10 051  o0as|  oas 0.23
B 015 o1 o] eos 023 025 007l ez 013 o007 o018 o020
c o008 - o.es] o013 0.21 0.30 0.11 0.59 0.15 0.20 0.18 0.28 0.36
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£
Total 0.5 100 098 100 058 098 100 100 093 095 085 093
Response%|Q13 |14 [a1s  Ja1s  Ja1z a8 |as  [a a2z |axz a2 |axn
A 0.44 oasl- 038 0.2 0.23 0.23 0.38 0.41 0.23 0.8 0.21 0.03
B 0.11 0.03 0.16 031 026 020 0.11 0.20 038 016 0.26 0.23
c 0.0[ 031 0.23 0.26 0.34 0.13 0.16 0.13 0.11 0.20[F  “eael pde
Y “o38] o008 018 om o3[ oa2s] -vozo]  e1s  oas[E b3x oo oa
E

Total 0.58 0.92 0.93 0.93 0.97 0.33 0.85 0.90 0.87 0.97 0.93 0.87

Coned Response: l:

Figure 8-2. Proportion of students who chose each question response for session two (post-test).

The rows labeled “Total” show the proportion of students who answered each
question on the test for each of the two sessions. The rose-highlighted cells show the
proportion of students who answered each question correctly. This value is referred to as
the item facility (Elvin, 2004) or p value (Haladyna, 2004). The remaining cells show the
proportion of students who chose distracters (incorrect responses). Although in some
cases the proportions are low, it is important to note that all possible responses, correct as
well as incorrect, were selected at least once. Response E was an option only for
Question 25, which asked students to rate the difficulty level of the test using a Likert-
type scale.

A more detailed breakdown of student responses that considers test score
distribution provides additional information about response patterns for correct as well as
incorrect answers. Student records were arranged in descending order by score, then
divided into four approximately equal-sized groups. For each group, the proportion of

students who chose each of the four possible responses was calculated. Figure 8-3
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displays the breakdown for a subset of questions and corresponding responses for session
two. These particular questions were chosen as exemplars because their response
patterns represent a variety of patterns typically seen in multiple-choice questions with
four answer choices. (See Appendices D and E for the breakdowns for all 24 questions
and their responses for both sessions.) For each question, the proportion of correct
responses should vary directly with the students’ scores (Haladyna, 2004). For each of
the question’s distracters, the proportion of responses should vary inversely. As we shall

see shortly, however, this is not necessarily the case.

Quartiles per response

Response % [Q5 las [a1 Q2 Q23 l
A 0.03___ . 021 0.16 2.20 0.00 High score
0.02 0.15 0.10] 011 0.05
0.03_ 0.07 0.03 0.7 8.07
0.03 0.08 0.08 2.03 0.10 Low score
B 0.05 0.00 0.02 0.00 0.02
0.05 0.03 0.02 0.02 0.08
0.07 0.05 0.03 0.08 0.07
0.07 0.05 0.05 0.10 0.10
C 0.00 0.00 0.02 0.00° 0.21
0.07 0.05 0.03 0.03 .08
0.08 0.05 0.05 003 "0.08
0.15 .10 0.07 0.07 6,02
D 0.16 .02 0.03 005 000
0.11 0.00 0.07, 0.03 0.02
0.05 0.05 0.08| 0.03 0.02
0.02 0.03 6.02 0.05 0.03
Total 0.98 0.93 0.85 0.90 0.93

Correct Response: :]

Figure 8-3. Proportion of session two students who chose

. each response for Questions 5, 9, 19, 20
and 23, divided into four groups by score (high to low).
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Desirable response patterns for correct answers are exhibited by questions 5, 9,
20, and 23. For each of these questions, the proportion of correct answers decreases
overall as the students’ scores decrease. Question 19, on the other hand, exhibits a
correct response pattern that makes no sense. According to the numbers, a greater
proportion of middle scoring students than high scoring students answered the question
correctly!

Desirable response patterns for incorrect answers are exhibited by Question 5,
option C; Question 9, options B and C; Question 19, options B and C; Question 20,
options B and C; and Question 23, options A and B. For each of these response options,
the proportion of incorrect answers increases overall as the students’ scores decrease.
The remaining distracters exhibit response patterns that are either unchanging, or
changing in ways that may be difficult to interpret. For example, Question 5, options A
and B, and Question 20, option D, exhibit response patterns that are virtually unchanging
across score groups. In general, response patterns that display no orderly relation
between the distracter and students’ test scores should be improved or replaced because
they are not working as intended.

Question 19, option A, on the other hand, exhibits a response pattern that more
closely resembles one desired for a correct answer than for an incorrect answer. Indeed,

more students chose option A than the correct answer, option D.
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Question 19 and its answer choices appear below:

19) Which of the following statements about recursion is always true?

a) A function that implements a recursive algorithm consists of two parts: a base case
and a recursive step.

b) Recursion, unlike iteration, can never occur infinitely.

¢) Any programming problem that can be solved either recursively or iteratively can be
solved more efficiently using recursion.

d) Any programming problem that can be solved recursively can also be solved
iteratively.

One possible explanation for this behavior relates to the topic the question
addresses and an example frequently used to illustrate it. The topic is recursion; the
frequently-used example is the mathematical function factorial. Implemented
recursively, factorial has two parts: a base case that it solves by returning “1,” and a more
complex case that it solves by calling itself until it is called to solve the base case.
Question 19 asks “Which of the following statements about recursion is always true?”’
Option A states “A function that implements a recursive algorithm consists of two parts:
a base case and a recursive step.” It is not surprising that students whose experience with
recursion is limited to simple examples such as factorial selected this response. In
retrospect, the question turned out to be too difficult for the students, as subsequent
analyses will show.

The above tabular techniques provide a glimpse into desirable and’ undesirable
test question response patterns. However, in order to formally evaluate test question

performance, statistical techniques are required.
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8.5.3 Item Discrimination Analysis

The next step is to carry out item (question) discrimination analysis to formally

evaluate the overall performance of the computer concepts assessment tool as well as the

performance of the individual questions of which it is composed (Ebel and Frisbie, 1991;

Elvin, 2004; Haladyna, 2004). Unlike the above analyses, this process requires using the

spreadsheets for the pre-test and post-test in which the students’ letter responses have

been converted to numbers (as described in the scoring procedure). The steps are as

follows:

D

2)

3)

4)

5)

6)

Sort the students’ records in descending order by score.

Compute the proportion of students who answered each question correctly. As
mentioned earlier, this value is the item facility, or p value.

Identify upper and lower groups separately. The upper group is the highest scoring
27% of the whole group. The lower group is the lowest scoring 27% of the whole
group.

For each question, count the number of students in the upper group who chose the
correct response. Divide this number by the size of the group. This value is the item
facility for the upper group.

Compute the iterﬁ facility for the lower group by following steps similar to those in
step 4.

Subtract the item facility for the lower group from the item facility for the upper
group. This value is the item discrimination (also referred to as item-discrimination

index or index of discrimination).
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7) For each question, add the counts for the correct number of responses for the upper
and lower groups. Divide this sum by the total number of students in the two groups.
This value is the estimated index of item difficulty.

8) Compute the average score and standard deviation of the test. These values can be
easily calculated using functions built into spreadsheet programs such as Microsoft
Excel.

9) Determine the reliability of the test. Reliability is calculated here using one of two
widely accepted formulas developed by Kuder and Richardson (1937), K-R21.

Formula K-R21 is:

Lk [I_Y(k—}?)}

k-1 ks?

where:

r = reliability coefficient

k = number of test items

X = mean test score

s = standard deviation of test scores
K-R21 provides a conservative estimate of a test’s reliability. K-R20, Kuder and
Richardson’s more complex formula for estimating reliability, cannot be used in this

case because it is not applicable to tests that employ weighted scoring.
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10) Estimate the standard error of measurement of the test. Standard error of

measurement is calculated using the following formula:
Sgp=SyNl-r
where:

sg = standard error of measurement
sy = standard deviation of test scores

r = reliability coefficient

The results of the item discrimination analysis for the pre-test and post-test appear
in Appendices F and G, respectively. Only the scores for the 61 students who completed
both parts of the study were used in the calculations. Figure 8-4 below displays the
results for a subset of questions that, in general, performed reasonably well on both the
pre-test and post-test. The item facility (total group, top 27%, bottom 27%), item
discrimination, and estimated index of item difficulty are clearly labeled.

It is important to note that while index of item difficulty is sometimes measured
by calculating the proportion of test-takers who answer a question incorrectly, this
researcher adopts the approach of Ebel and Frisbie (1991) who measure item difficulty by
calculating the proportion of test-takers who answer a question correctly. As a result,
higher values indicate easier questions and vice versa. Because the index of item
difficulty reflects the ability of a particular group of test-takers, and not just the content of

the question, it is more appropriately referred to as estimated index of item difficulty.
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Figure 8-4. Session one (pre-test) and session two (post-test) item discrimination analysis for
questions 1 through 11.

The most important values to attend to here are those for item discrimination.
These values indicate how well questions discriminate between high and low scoring
students. Since the goal of an effectively functioning test question is to discriminate
between high and low scorers, it should go without saying that the higher these values are
the better. The chart at the bottom shows a scale that is normally suitable for evaluating

test question effectiveness based on item-discrimination indices (Ebel and Frisbie, 1991).
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Figure 8-4 shows nine questions that exhibit very good item-discrimination
indices for both the pre-test and the post-test: 1, 3 through 9, and 11. Questions 2 and 10,
on the other hand, performed poorly on the pre-test, but respectably on the post-test.
Questions that consistently perform poorly must be rejected or revised. Question 10’s
reasonably good performance on the post-test indicates that it may still be subject to
improvement.

Figure 8-5 shows ten questions that exhibit a variety of changes in the item-
discrimination indices from the pre-test to the post-test. The item-discrimination indices
for Questions 13, 14, 15, and 24 are very good for the pre-test. Question 14, however,
exhibits only marginal performance for the post-test. The item-discrimination indices for
Questions 16, 21, and 22 are reasonably good for the pre-test and very good for the post-
test. The remaining three questions show significant improvement in performance
between the pre- and post-tests. Questions 18, 20, and 23 all performed poorly on the
pre-test. On the post-test, however, Question 18’s performance was reasonably good,

while that of Questions 20 and 23 was very good.
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Figure 8-5. Session one (pre-test) and session two (post-test) item discrimination analysis
for questions 13 through 16, 18, and 20 through 24.
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Figure 8-6 shows the results of the item discrimination analysis for the remaining

three questions in the computer concepts survey. Basically, Questions 12, 17, and 19 ali

performed poorly on both the pre-test and the post-test. However, Question 17’s item-

discrimination index increased from 0.00 on the pre-test to 0.19 on the post-test, placing

it very close to the minimum cutoff for marginal performance (0.20). I would therefore

be inclined to include an improved version of this question in future versions of the test.

Questions 12 and 19, on the other hand, would have to be revised significantly or
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dropped. A negative item-discrimination index (e.g., Pre-test, Question 12) is
particularly bad because it indicates that more low scoring students got the question right
than high scoring students. A zero item-discrimination index (e.g., Post-test, Question

12) is almost as bad because it indicates that the question does not discriminate between

high and low scoring students.
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Figure 8-6. Session one (pre-test) and session two (post-test) item discrimination analysis for
questions 12, 17, and 19.
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To explain the variation in the item-discrimination indices, the way they are
calculated will be reviewed. Specifically, item-discrimination index is computed by
subtracting the item facility for the lower group from the item facility for the upper
group. (Recall that item facility 1s the proportion of students in a particular group who
answered each question correctly.) So, for example, if the performance of the upper
group on a specific question improved, while that of the lower group declined or stayed
the same, the item-discrimination index would increase. If, on the other hand, the
opposite occurred, the item-discrimination index would decrease. Factors influencing the
performance of the individual students who make up the different groups may include
learning, motivation, stress, fatigue, and so on.

In the event that the above discussion has led the reader to believe that a question
must perform well every time a test is administered, that is not the case. The purpose of
all the comparisons was to show how (and why) question performance can change for
better or worse from one administration of a test to the next. If, after repeated
administrations, a question performs reasonably well most of the time, it should be
retained. If, on the other hand, its performance is poor or inconsistent, it should be
revised or replaced. The whole point of item discrimination analysis is to determine
whether or not a test and the questions of which it is composed provide us with useful
information about student performance. A question that performs poorly or

inconsistently is useless because it provides us with no information.

Figures 8-7 and 8-8 below report reliability, average score, standard deviation,

and standard error of measurement statistics for the pre-test and post-test. A reliability



coefficient of 0.60 or higher is considered sufficient for exploratory research; 0.70 or
higher is considered adequate; and 0.80 or higher is considered good (Garson, 2010).
Reliability and standard deviation are higher for the post-test, while average score and
standard error of measurement are lower. A decrease in average score accompanied by
an increase in reliability may seem “odd” until one considers the relationship between
reliability, variance, and item-discrimination index. Score variance (standard deviation
squared) 1s directly proportional to the square of the sum of the item-discrimination
indices (Ebel and Frisbie, 1991). The reader will recall from the above discussion that
the item-discrimination indices increased overall from the pre-test to the post-test.
Consequently, variance also increased. It is generally true that the greater the score

variance, the higher the reliability (Ebel and Frisbie, 1991).

Reliabili
Y 0.568
Average Score
11.402
Standard Deviation
3.626
Standard Error of
Measurement 2.382

Figure 8-7. Session one (pre-test) reliability, average score, standard deviation, and standard error of
measurement statistics for questions 1 through 24. Reliability is calculated using K-R21.

Reliabili iabili
ty 0.749 Reliability 0.786
Average Score
e 10.730 Average Score 10.230]
Standard Deviation Standard Deviation
4.586 4.682
Standard Ervor of Standard Error of
Measurement 2.297] Measurement 2.166

Figure 8-8. Session two (post-test) reliability, average score, standard deviation, and standard error of
measurement statistics for questions 1 through 24 (left); and questions 1 through 24, minus
questions 12 and 19 (right). Reliability is calculated using K-R21.
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Figure 8-8 merits some additional discussion. As the caption indicates, the chart
on the left reports the reliability, average score, standard deviation, and standard error of
measurement values obtained when all 24 questions in the computer concepts survey are
included in the calculations. The chart on the right, however, reports the values obtained
when Questions 12 and 19 are excluded from the calculations. This was done to see what
impact dropping two of the worst performing questions on the survey would have on the
overall reliability of the test. Since dropping these questions also resulted in the two
lowest item discrimination values being excluded from the calculations, reliability rose,
as the discussion in the preceding paragraph suggested it would.

A student’s observed score on a test consists of two components, a true score and
an error score (Ebel and Frisbie, 1991; Elvin, 2004; Garson, 2010). Since these scores
are not known, a method has been devised to estimate the standard deviation of the
hypothetical error scores. This estimated value is called the standard error of
measurement. It is calculated from the standard deviation and reliability coefficient of
the observed scores using the formula provided in step 10 of the procedure for item
discrimination analysis. The values for standard error of measurement and reliability are
inversely related: as standard error of measurement goes down, reliability goes up, and
vice versa. This is because reliability is the ratio of the true score to the observed (true +
error) score. Therefore, the smaller the error score, the closer the observed score will be

to the true score.
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The values displayed in Figures 8-7 and 8-8 exemplify the inverse relationship of
reliability and standard error of measurement. In all cases, an increase in reliability was
accompanied by a decrease in standard error of measurement.

As a second measure of the assessment tool’s reliability, Cronbach’s alpha was
computed using PASW Statistics 18 (2010). Unlike K-R20, Cronbach’s alpha can be
used to estimate reliability for tests that employ weighted scoring (Ebel and Frisbie,

1991). The formula is:

2

S

wo k|2
k—1 s2

where:

& = alpha coefficient

k = number of test items

s2

; =variance of a single test item

2 . .
Zs,— = sum of variances for all test items

2 .
s =variance Of test scores

The figure below displays the results of the computations.

Reliability Statistics

Cronbach's
Alpha Based on
- Cronbach's | Standardized
Alpha items N of items |Comment

£.652 0.646 24|Session 1 values: Questions 1 — 24

0.787 0.779 24|Session 2 vaives: Questions 1 ~24
Sessipa 2 volyes: Questions 1 - 24,

0.816 £.815 22|minus questions 12 ond 15

Figure 8-9. Cronbach’s alpha values for session one (pre-test) and session two (post-test).
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Interestingly, the Cronbach’s alpha values are all higher than the K-R21 reliability values.
K-R21, however, may underestimate the K-R20 reliability coefficient depending on the
average scores of the individual test items. Since the formulas for Cronbach’s alpha and

K-R20 are similar, the reliability estimates generated by each will also be similar.

Section 4.5.4 discussed steps already taken to demonstrate the “content validity”
of the computer concepts assessment tool (Sections 8.5.2, 8.5.3), as well as steps in
progress to demonstrate its “construct validity.” Several different types of evidence
provide support for content validity: intrinsic characteristics, study of question responses,
expert review. Content validity is intrinsic, since the tool is based on the core concepts of
the Programming Fundamentals knowledge area defined by the 2008 ACM/IEEE
curricular guidelines (CS2008 Review Taskforce, 2008).

Haladyna (2004) makes a case for the importance of collecting evidence to
validate both test scores and the question responses aggregated to form them. Section
8.5.2 analyzed the patterns for correct responses and incorrect responses (distracters) to
gather evidence in support of question response validity. Analysis showed that all
possible responses, correct as well as incorrect, were selected at least once, the desired
result. Next, student records were arranged in descending order by score and divided into
quartiles to examine the relationship between answer choice and overall test score.
Ideally, the proportion of students choosing correct answers should be directly related to
their scores, while the proportion choosing distracters should be inversely related. The
desired relationship between correct responses and scores held for about 67% of the
questions for the pre-test and 75% of the questions for the post-test. Although I am

aware of no “magic number,” this would seem to be a respectable showing. Between the
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pre-test and the post-test, at most 50% of the distracters exhibited the desired inverse
relationship between incorrect responses and scores, indicating that many of the
distracters need to be improved or replaced.

Section 8.5.3 analyzed the overall performance of the computer concepts
assessment tool as well as the performance of its individual questions to gather additional
evidence in support of question response validity. Analysis showed that the assessment
tool performed well overall at both the pre- and post-test administrations based on the
item (question) discrimination values for the individual questions. Specifically, item
discrimination ratings were either “very good” or “reasonably good” for 21 out of 24
questions.

Finally, I have obtained feedback on the computer concepts assessment tool from
several of the computer science faculty whose students participated in the study. Faculty
were asked to complete a review form (Appendix P) that asked them to: 1) answer the
question; 2) decide whether the question reflects fundamental programming concepts that
students should know after completing an introductory course in object-oriented

2% &

programming; 3) rate the quality of the question on a scale of “do not use again,” “use

2% &

again with major changes,” “use again with minor changes,” or “use again as is.”
Reviewers were encouraged to indicate how questions should be changed or why they
should not be used again, if appropriate. Feedback has been largely positive. One
reviewer indicated that 19 out of 24 questions reflected basic concepts and should be used

again “as 1s” or with “minor changes.” A second reviewer responded similarly, but

specified different questions that should be changed or omitted.
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Construct validity is more difficult to demonstrate than content validity.
Exploratory factor analysis is a statistical technique that can be used to determine, based
on students’ responses, whether the questions that make up an assessment tool group into
constructs the tool is intended to measure (Hoegh and Moskal, 2009). Preliminary factor
analysis extracted nine components. Since the last two components consisted of only one
question each, the factor analysis was re-run without those two questions. Seven
components were extracted, three of which were readily comprehensible. Questions 16,
20, 23, and 24 loaded on a factor I labeled “methods and functions.” Questions 2, 3, and
5 loaded on a factor I labeled “mathematical and logical expressions.” Questions 7, 9,
and 11 loaded on a factor I labeled “control structures.” Questions 4, 6, and 8 possibly
load on a “questions with conditions” factor, but that would overlap with the “control
structures” factor. Such overlap is not surprising, however, since control structures

contain conditions. Figure 8-10 shows the factors and their question loadings.



Factor
; Mathematical uestions
Question Methods and | and logical ° with Control

functions expressions | conditions sfructures
a6 733

Q24 722

Q23 21

Q20 632

Q2 850

Q3 - 769

Qs 593|

Q8 814

Q4 542
Qs 353

Qi ! . s
Q7 674
Q9 511

Figure 8-10. Factors representing the construct “understanding of fundamental programming
concepts,” extracted through principal component analysis.

Ideally, all assessment tool questions should group into clearly defined factors that
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represent the construct “understanding of fundamental programming concepts,” but that

will have to be a matter for future work.
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8.6 Student Performance
8.6.1 Score Distribution Analysis

The figure below displays the score distributions for the 61 students who
completed both parts of the study. Both resemble normal distributions. The post-test
curve, however, is somewhat flatter than the pre-test curve. This is because the post-test
mean 1s slightly lower than the pre-test mean, and the post-test scores are more widely
distributed than the pre-test scores. Although inspection of the numeric data suggested a
normal spread, it seemed prudent to confirm this visually since many statistical tests

assume that data is normally distributed.

Session 1 {Pre-test} and Session 2 {Post-test) Scores
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Figure 8-11. Session one (pre-test) and session two (post-test) scores for the 61 students who
completed both parts of the study.
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It seemed wise to determine definitively whether or not the difference between the
pre-test and post-test means was significant. A within-subjects paired samples t-test
failed to reveal a statistically reliable difference between the mean pre-test (M = 11.40, s
= 3.63) and mean post-test (M = 10.73, s = 4.59) scores of the students: #(60) = 1.65, p =
.11, a =.05. The importance of this finding will become apparent in subsequent sections
which examine student performance by language group.

One of the goals of this research is to determine the possible impact of different
teaching languages (Java, Visual Basic, etc.) on students’ learning of fundamental
programming concepts. Therefore, the next step is to analyze their performance based on
the language they were programming in when they participated in this study. The
programming languages of interest are Java, Visual Basic, and C++.

8.6.2 Mean Scores Analysis by Language Group

This section begins an exploration into the research question:

e Q 2: What effect does the teaching approach and/or programming language have on
students’ ability to grasp fundamental programming concepts (e.g., assignment,
iteration, functional decomposition, program flow, etc.)?

and its accompanying hypothesis:

e H 2: Students taught to program using different approaches and/or languages will
exhibit different strengths and weaknesses with respect to their performance on
questions that test their knowledge of fundamental programming concepts.

Students were divided into groups based on the language they were studying in
the programming course they were taking when they participated in the study. The

students had been recruited from eight different programming classes: two teaching Java,
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two teaching Visual Basic, and four teaching C++. It seemed sensible to begin by
looking at overall performance before focusing attention on student performance with
respect to different programming concepts (e.g., conditionals, functions, etc.). The first
step was therefore to calculate and compare the mean scores of the three different
language groups (Java, Visual Basic, C++) on the pre-test and post-test.

Figure 8-11 displays the pre-test and post-test means broken down by language
category. The Java students and the C++ students appear to have performed similarly on
both the pre- and post-tests. The Visual Basic students, on the other hand, consistently

performed more poorly than the other two groups of students.

Session 1 (Pre-test) and Session 2 {Post-test) Means
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Figure 8-12. Mean scores for session one (pre-test) and session two (post-test) by language
group where: Java N = 13, Visual Basic N = 22, C++ N = 26, Total N = 61.
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To further investigate what Figure 8-11 suggests, statistical analysis was carried
out to test whether or not language of instruction affects student performance. A one-
factor, within-subjects analysis of variance (ANOVA) was performed to test if any of the
language category means were significantly different. A conservative post hoc test, the
Tukey test, was also used to make pair-wise comparisons among the means.

The tests of between-subjects effects for the one-factor, within-subjects analysis
of variance (ANOVA) revealed a reliable effect of language category on the repeated
measure, score: F(2, 58) = 8.58, p < 0.01, MS,,,,, = 23.23, a0 = 0.05. Partial eta squared =
0.23, which is considered a large effect (Kinnear and Gray, 2010). The Tukey test was
used next to determine which pairs of means were significantly different.

The Tukey test revealed significant differences between two of the three pairs of
means at the 0.05 o-level. The test confirmed differences between the Visual Basic mean
and the means for Java and C++; the difference between the Java and C++ means is
insignificant. The p-values for the differences between the Visual Basic mean and those
for Java and C++ are 0.02 and less than 0.01, respectively; the p-value for the difference
between the Java and C++ means is 1.00. The differences between the Visual Basic
mean and those for Java and C++ are 3.43 and 3.91, respectively; the difference between
the Java and C++ means is 0.48.

The results of the analysis presented above confirm that language of instruction
does indeed affect overall student performance in introductory programming courses. It
may be that highly structured languages like Java and C++ promote better overall
learning than less structured languages like Visual Basic. It may also be that the interface

design aspect of Visual Basic programming detracts from student learning of



86

fundamental concepts. I have learned through personal experience teaching introductory
programming using Visual Basic that students seem to like the graphical aspect.
However, it may be that the time spent learning to create graphical user interfaces (GUIs)
would be better spent learning the fundamental programming constructs needed to

implement them.

Figure 8-11 also showed a decrease in mean scores for the Java and Visual Basic
students and an increase in mean scores for the C++ students from the pre-test to the
post-test. Although not all changes appeared to be significant, a test to determine the
difference (if any) between the pre- and post-test means was indicated. A within-subjects
paired samples ¢-test was performed to test if the pre-test and post-test means within each
of the different language groups (Java, Visual Basic, C++) were significantly different.

The paired samples #-test revealed a significant difference between the pre-test
and post-test means for only one of the three language groups. The t-test confirmed a
difference between the pre- and post-test means for the Visual Basic students; the
difference between the pre- and post-test means for the Java and C++ students is
insignificant. Specifically, a paired samples z-test revealed a statistically reliable
ditference between the mean pre-test (M = 9.82, s = 3.06) and post-test (M =7.52, s =
2.12) scores of the Visual Basic students: #(21) = 3.29, p < 0.01, a = 0.05. However, the
paired samples test failed to reveal a statistically reliable difference between the mean
pre-test (M = 12.50, s = 4.03) and post-test (M = 11.69, s = 5.62) scores of the Java

students: #(12) = 0.92, p = 0.37, a = 0.05. The test similarly failed to reveal a statistically
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reliable difference between the mean pre-test (M = 12.19, s = 3.52) and post-test (M =
12.96, s = 4.10) scores of the C++ students: #(25) =-1.59, p = 0.12, a = 0.05.

As the above analysis confirmed, the performance of the Java and C++ students
remained fairly constant over the course of the research study, while the performance of
the Visual Basic students declined. One possible explanation for this result is the
approach used to teach the course. The prerequisite course introduced the students to
Visual Basic programming using the typical lecture/lab approach in which they were
assessed at regular intervals to reinforce their learning. The follow-up course — the
course the students were taking when they participated in this study — used a project-
based approach. According to the course syllabus, 90% of the student’s grade was based
on the design and implementation of a small-scale enterprise system. Although the
project was intended to cover all basic and object-oriented programming concepts, it may
be that a semester-long project was less effective at reinforcing student learning of
fundamental concepts than exams, quizzes, and lab assignments given regularly
throughout the course.

Examination of how students responded to different questions on the attitude
survey, particularly those addressing the usefulness of programming in their future work,

may provide some insight into this resuit.
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8.6.3 Topic Area Analysis by Language Group

To explore the impact of language of instruction on student performance with
respect to different programming concepts, questions were grouped into the categories
used during the item discrimination analysis (basics, logical expressions, conditionals,
and so forth). For each student, a score was computed for each question category by
adding the scores of the questions that made up the category. (The maximum score for
each category is equal to the number of questions in the category: for example, “3” for
“basics” and “3” for “conditionals.”) The mean scores for the question categories were
calculated for the pre-test and the post-test. One-factor, within-subjects analysis of
variance (ANOVA) tests were then performed to determine if language of instruction
affected student performance on the fundamental programming concepts represented by
the different question categories.

Figures 8-12 and 8-13 display the pre- and post-test means for the two question
categories on which language of instruction had a significant effect, “basics” and “logical

expressions.”
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Figure 8-13. Mean “basics” scores for pre-test and post-test by language group where:
Java N = 13, Visual Basic N =22, C++ N =26, Total N = 61.
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Figure 8-14. Mean “logical expressions” scores for pre-test and post-test by language group
where: Java N = 13, Visual Basic N =22, C++ N =26, Total N = 61.
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The tests of between-subjects effects for the one-factor, within-subjects analysis
of variance (ANOVA) revealed a reliable effect of language category on the repeated
measure, “basics” score: F(2, 58) = 16.75, p < 0.01, MS,,,r =0.72, o = 0.05. Partial eta
squared = 0.37, which is considered a large effect (Kinnear and Gray, 2010). The Tukey
test revealed significant differences between the Visual Basic mean and the means for
Java and C++ at the 0.05 o-level; the difference between the Java and C++ means is
insignificant. The p-values for the differences between the Visual Basic mean and those
for Java and C++ are less than 0.01 and less than 0.01, respectively; the p-value for the
difference between the Java and C++ means is 0.14. The differences between the Visual
Basic mean and those for Java and C++ are 0.69 and 0.99, respectively; the difference
between the Java and C++ means is 0.31.

The tests of between-subjects effects for the one-factor, within-subjects analysis
of variance (ANOVA) also revealed a reliable effect of language category on the repeated
measure, “logical expressions” score: F(2, 58) = 5.31, p = 0.01, MS,,,,r = 1.66, oo = 0.05.
Partial eta squared = 0.16, which is considered a large effect (Kinnear and Gray, 2010).
The Tukey test once again revealed significant differences between the Visual Basic
mean and the means for Java and C++ at the 0.05 o-level; the difference between the
Java and C++ means is insignificant. The p-values for the differences between the Visual
Basic mean and those for Java and C++ are 0.01 and 0.01, respectively; the p-value for
the difference between the Java and C++ means is 0.90. The differences between the
Visual Basic mean and those for Java and C++ are 0.82 and 0.78, respectively; the

difference between the Java and C++ means is 0.04.
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These results are particularly disturbing, since assignment, mathematical
operations, and logical expressions are fundamental constructs upon which all other
programming constructs are based. Without a firm grasp of the basics, a student cannot
begin to understand conditionals, loops, functions, classes, and so forth. Unfortunately, it
is almost impossible to build a computer program that does anything useful without

employing these more advanced structures.

The remainder of this section explores the research question:

¢ Q 3: What effect does the teaching approach and/or programming language have on
students’ ability to grasp specific object-oriented programming concepts (e.g., class
creation, method invocation, object instantiation, etc.)?

and its accompanying hypothesis:

e H 3: Students taught to program using the “objects-first/objects-early”” approach will
perform better on problems that test their knowledge of object orientation than
students taught to program using the “programming-first” approach.

Figure 8-14 displays the pre- and post-test means for the “classes and objects”

question category.



92

Pre- and Post-test Means for "Classes &
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Figure 8-15. Mean “classes and objects” scores for pre-test and post-test by language group
where: Java N = 13, Visual Basic N =22, C++ N =26, Total N = 61.

A one-factor, within-subjects analysis of variance (ANOVA) was performed to
determine if language of instruction affected student performance on the “classes and
objects” questions. The tests of between-subjects effects for the one-factor, within-
subjects ANOVA failed to reveal a reliable effect of language category on the repeated
measure, “classes and objects” score: F(2, 58) = 0.98, p = 0.38, MS..,r = 1.76, a0 = 0.05.

Figure 8-14 showed a decrease in the mean “classes and objects” scores for the
Visual Basic students and an increase in the mean “classes and objects” scores for the
Java and C++ students. To determine if the pre- and post-test “classes and objects”
means within any of the language groups were significantly different, within-subjects
paired samples ¢-tests were performed. The results were only significant for the C++ and

Visual Basic students:



93
o C++:

o A paired samples #-test revealed a statistically reliable difference between the
mean pre-test (M = 0.92, s = 1.13) and post-test (M = 1.39, s = 1.30) “classes and
objects” scores of the C++ students: #(25) =-2.74, p = 0.01, a = 0.05.

* Visual Basic:

o A paired samples #-test revealed a statistically reliable difference between the

mean pre-test (M = 1.32, s = 1.17) and post-test (M = 0.55, s = 0.60) “classes and

objects” scores of the Visual Basic students: #(21) = 2.94, p = 0.01, a = 0.05.

The one-factor, within-subjects ANOVA failed to show that language of
instruction affects student performance on questions addressing the object-oriented
concepts “classes and objects”. However, the z-tests demonstrated that there were
performance differences within two of the three language groups. Although nothing
definitive can be said about the impact of teaching approach and/or programming
language on students’ ability to grasp object-oriented concepts, it is worth noting that, of
the three groups of students, the Java students performed the most consistently on the
“classes and objects” questions throughout the study. (The mean pre-test “classes and
objects” scores for the Java, Visual Basic, and C++ students are 1.23, 1.32, and 0.92,
respectively; the mean post-test scores are 1.54, 0.55, and 1.39, respectively.) Members
of the Rowan Computer Science faculty use BlueJ, a novice programming environment
that supports the “objects-first” approach, to introduce students to Java programming. It
may be that being introduced to Java using this approach has affected the students’

performance with respect to the “classes and objects” questions.



8.6.4 Code-Completion Analysis by Language Group

This final section explores the research question:

¢ Q4: What effect does the teaching approach and/or programming language have on
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students’ ability to select the correct code to complete the solation to a programming

proble

m when provided with multiple options?

and its accompanying hypothesis:

* H4: Students taught to program using highly structured languages will perform better

on code-completion problems than students taught to program using less structured

languages.

Figure 8-15 displays the pre- and post-test means for the “code-completion”

question ¢

ategory.
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Figure 8-16. Mean “‘code-completion” scores for pre-test and post-test by language group

where: Java N = 13, Visual Basic N =22, C++ N =26, Total N = 61.
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A one-factor, within-subjects analysis of variance (ANOVA) was performed to
determine if language of instruction affected student performance on the “code-
completion” questions. The tests of between-subjects effects for the one-factor, within-
subjects ANOVA revealed a reliable effect of language category on the repeated
measure, ‘“‘code-completion” score: F(2, 58) = 3.60, p = 0.03, MSe,ror = 4.07, 00 = 0.05.
Partial eta squared = 0.11, which is considered a medium effect (Kinnear and Gray,
2010). The Tukey test revealed a significant difference between the Visual Basic mean
and the C++ mean at the 0.05 a-level; the difference between the Java mean and the
means for Visual Basic and C++ is insignificant. The p-value for the difference between
the Visual Basic and C++ means is 0.01; the p-values for the differences between the
Java mean and those for Visual Basic and C++ are 0.09 and 0.66, respectively. The
difference between the Visual Basic and C++ means 1s 1.08; the differences between the
Java mean and those for Visual Basic and C++ are 0.87 and 0.21, respectively.

Poor performance on “code-completion” questions could be indicative of poor
performance on “code-writing” questions. Although the purpose of a tool such as the
computer concepts inventory is to provide an objective measure of student performance,
that does not preclude the use of subjective measurement tools when deemed necessary.
In order to determine if students can program effectively in their language of study, they
must be asked to write (or type) code. The “forgiving” nature of Visual Basic in
combination with its emphasis on interface design may detract from student learning of

basic programming skills.
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CHAPTER 9: DISCUSSION

9.1 Importance of Computer Science Education Research

Numerous authors have written about the difficulties novices experience in
learning to program. Theories have been put forth as to why this is so and solutions
proposed to remedy the situation. Several decades of research have yielded no definitive
answers, and the number of students choosing to go into computer and information
science has continued to drop. According to the Computing Research Association
(CRA), however, enrollment in American computer science programs during the 2007-
2008 academic year increased for the first time in six years (Zweben, 2009). These
findings suggest that it would be in the best interests of the computer and information
science community to actively pursue research that encourages this trend.

The research presented here was motivated by an interest in improving practices
in computer science education in general and improving my own practices as a computer
science educator in particular. Its purpose was to develop an instrument to assess student
learning of fundamental and object-oriented programming concepts, and to use that
instrument to investigate the impact of different languages and teaching approaches on
students’ ability to iearn those concepts.

This discussion proceeds by examining the performance of the assessment
instrument itself (Research Question 1), followed by explorations into the findings the
instrument yielded (Research Questions 2, 3, and 4). The remaining sections discuss
implications of the findings for computer science education and directions for future

work.
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9.2 Assessment Instrument Performance

® Research Question 1: In a field like computer science where there are educational
guidelines but no actual standards, is it possible to create a tool to assess student
knowledge of fundamental and object-oriented programming (OO) concepts that

is sufficiently “generic” to be adopted for general use?

The computer concepts assessment tool performed better in its first trial than I had
dared to hope. The tool was field-tested at Drexel and Rowan Universities during the
2009-2010 academic year. Sixty-one students enrolled in a variety of freshman level
programming courses participated in the two-part study.

Analysis of the data gathered showed that the assessment tool performed
reasonably well at both the pre-test and post-test administrations. Reliability estimates
calculated using K-R21 (Kuder and Richardson, 1937) and Cronbach’s Alpha (Ebel and
Frisbie, 1991) yielded values ranging from 0.57 (pre-test) to 0.75 (post-test), and 0.65
(pre-test) to 0.79 (post-test), respectively. A reliability coefficient of 0.60 or higher is
sufficient for exploratory research; 0.70 or higher is adequate; and 0.80 or higher is good
(Garson, 2010). Reliability was estimated separately for the pre-test and post-test
because of the diverse backgrounds of the student participants. Analysis of the
demographic surveys indicated that some of the students had not been exposed to all of
the basic and OO programming concepts before taking the pre-test. By the time they
took the post-test, they would have been introduced to all of the concepts.

Reliability is a necessary but not sufficient condition to ensure the validity of an
assessment tool. Consequently, evidence was gathered to demonstrate the two types of

validity most appropriate for this research, content validity and construct validity.
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Different types of evidence provided support for content validity: intrinsic
characteristics, study of question responses, expert review. Content validity is intrinsic,
since the tool is based on the core concepts of the Programming Fundamentals
knowledge area defined by the 2008 ACM/IEEE curricular guidelines (CS2008 Review
Taskforce, 2008).

Haladyna (2004) stresses the importance of collecting evidence to validate both
test scores and the question responses aggregated to form them. Section 8.5.2 analyzed
the patterns for correct responses and incorrect responses (distracters) to gather evidence
in support of question response validity. Analysis showed that all possible responses,
correct as well as incorrect, were selected at least once, the desired result. Next, student
records were arranged in descending order by score and divided into quartiles to examine
the relationship between answer choice and overall test score. Ideally, the proportion of
students choosing correct answers should be directly related to their scores, while the
proportion choosing distracters should be inversely related. The desired relationship
between correct responses and scores held for 67% of the questions for the pre-test and
75% of the questions for the post-test, which is a respectable result. Between the pre-test
and the post-test, at most 50% of the distracters exhibited the desired inverse relationship
between incorrect responses and scores, indicating that many of the distracters need to be
improved or replaced.

Section 8.5.3 analyzed the overall performance of the computer concepts
assessment tool as well as the performance of its individual questions to gather additional
evidence in support of question response validity. Analysis showed that the assessment

tool performed well overall at both the pre- and post-test administrations based on the
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item (question) discrimination values for the individual questions. Specifically, item
discrimination ratings were either “very good” or “reasonably good™ for 21 out of 24
questions. The 3 questions that performed poorly will have to be replaced or revised.

Feedback from Computer Science (CS) faculty who have reviewed the assessment
tool provide additional support for its validity. Several CS faculty whose students
participated in the study were asked to complete a review form that asked them to: 1)
answer the question; 2) decide whether the question reflects fundamental programming
concepts that students should know after completing an introductory course in object-
oriented programming; 3) rate the quality of the question on a scale of “do not use again,”

% G

“use again with major changes,” “use again with minor changes,” or “use again as is.”
Reviewers were encouraged to indicate how questions should be changed or why they
should not be used again, if appropriate. Feedback has been largely positive. One
reviewer indicated that 19 out of 24 questions reflected basic concepts and should be used
again “as is” or with “minor changes.” A second reviewer responded similarly, but
specified different questions that should be changed or omitted.

Evidence providing support for construct validity is still being gathered.
Exploratory factor analysis is a statistical technique that can be used to determine, based
on students’ responses, whether the questions that make up an assessment tool group into
constructs the tool is intended to measure (Hoegh and Moskal, 2009). Preliminary factor
analysis extracted seven components, three of which were readily comprehensible. These

LTS

three factors were labeled “methods and functions,” “mathematical and logical
expressions,” and “control structures.” A possible fourth factor that overlapped with the

“control structures” factor was labeled “questions with conditions.” Such overlap is not
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surprising, however, since control structures contain conditions. Ideally, all assessment
tool questions should group into clearly defined factors that represent the construct
“understanding of fundamental programming concepts,” but that is a matter for future
work.

9.3 Student Performance

® Research Question 2: What effect does the teaching approach and/or programming
language have on students’ ability to grasp fundamental programming concepts
(e.g., assignment, iteration, functional decomposition, program flow, etc.)?

® Research Question 3: What effect does the teaching approach and/or programming
language have on students’ ability to grasp specific object-oriented programming
concepts (e.g., class creation, method invocation, object instantiation, etc.)?

s Research Question 4. What effect does the teaching approach and/or programming

language have on students’ ability to select the correct code to complete the

solution to a programming problem when provided with multiple options?

When students are given a test such as the computer concepts inventory at the
beginning of a course and again at the end of the course, the scores are generally
éxpected to go up. When they do not, one needs to ask why? Overall, the mean post-test
score (M = 10.73, s = 4.59) was slightly lower than the mean pre-test score (M = 11.40, s
= 3.63), but the difference was not significant at the .05 o-level. However, when the
students were divided into groups based on the language they were studying in the
programming course they were taking, the situation got more interesting.

The students had been recruited from eight different programming classes: two

instructing Java, two instructing Visual Basic, and four instructing C++. Students were



101

divided into a Java group, a Visual Basic group, and a C++ group. Pre-test and post-test
means were calculated for each of the language groups and examined graphically. The
Java students and the C++ students appeared to have performed similarly on both the pre-
and post-tests. The Visual Basic students, however, performed worse than the Java and
C++ students on both tests. Statistical analysis was therefore carried out to test whether
or not language of instruction affects student performance. The one-factor, within-
subjects analysis of variance (ANOVA) revealed a reliable effect of language category on
the repeated measure, score: F(2, 58) = 8.58, p < 0.01, MS¢ror = 23.23, o0 = 0.05. Partial
eta squared = 0.23, which is considered a large effect (Kinnear and Gray, 2010). These
results suggest that language of instruction does indeed affect overall student
performance in introductory programming courses.

To explore the impact of language of instruction on student performance with
respect to specific programming concepts and code-completion problems, questions were
grouped into categories (basics, logical expressions, conditionals, code-completion, and
so forth). Individual students’ scores were computed for each category for the pre-test
and the post-test. The mean scores for each category were calculated for the pre- and
post-tests. One-factor, within-subjects analysis of variance (ANOVA) tests were then
performed to determine if language of instruction affected student performance on
questions addressing specific programming concepts and code-completion.

Statistical analyses revealed an effect of language of instruction on student
performance with respect to questions involving basics, logical expressions, and code-
completion. Specifically, the one-factor, within-subjects ANOVAs revealed a significant

effect of language of instruction on the following repeated measures:
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e  “basics” score: F(2, 58) = 16.75, p < 0.01, MSror = 0.72, 0. = 0.05
*  “logical expressions” score: F(2, 58) = 5.31, p = 0.01, MS¢yyor = 1.66, a0 = 0.05

e ‘“code-completion” score: F(2, 58) = 3.60, p = 0.03, MS,,,,r = 4.07, o0 = 0.05

For “basics” and “logical expressions,” the Tukey test revealed significant differences
between the Visual Basic mean and the means for Java and C++ at the 0.05 a-level; the
difference between the Java and C++ means is insignificant. For “code-completion,” the
Tukey test revealed a significant difference between the Visual Basic mean and the C++
mean at the 0.05 o-level; the difference between the Java mean and the means for Visual
Basic and C++ is insignificant.

Language of instruction did not appear to affect student performance on questions
addressing object-oriented concepts. However, differences were noted within language
groups. Within-subjects paired samples z-tests showed significant differences between
the pre- and post-test “classes and objects” means for the C++ and Visual Basic students.
For the C++ students, a paired samples #-test revealed a statistically reliable difference
between the mean pre-test (M = 0.92, s = 1.13) and post-test (M = 1.39, s = 1.30) “classes
and objects” scores: #(25) = -2.74, p = 0.01, a = 0.05. For the Visual Basic students, a
paired samples #-test revealed a statistically reliable difference between the mean pre-test
M =1.32, s =1.17) and post-test (M = 0.55, s = 0.60) “classes and objects” scores: #(21)

=294, p=0.01, a = 0.05.
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Overall student performance with respect to programming language can be
summarized as follows:
¢ The performance of the Java students was consistent.
® The performance of the C++ students improved.

® The performance of the Visual Basic students declined.

The first two scenarios are acceptable; the third is not.

The performance of the Visual Basic (VB) students was consistently poorer than
that of the Java and C++ students and declined overall. These observations lead to the
following questions:

1) Why was the performance of the VB students poorer than that of the Java and C++
students?

Several possible reasons present themselves. It may be that highly structured
languages like Java and C++ promote better overall learning than less structured
languages like Visual Basic. For example, Visual Basic allows programmers to use
variables without first declaring them. Visual Basic also allows certain types of methods
to be invoked using more than one syntactic expression. Neither of these practices is
allowed in C++ or Java.

It may also be that the interface design aspect of Visual Basic programming
detracts from student learning of fundamental concepts. I have learned through personal
experience teaching introductory programming using Visual Basic that students seem to
like the graphical aspect. However, it may be that the time spent learning to create
graphical user interfaces (GUIs) would be better spent learning the fundamental

programming constructs needed to implement them.
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2) Why did the performance of the VB students decline?

One possible explanation for this result has to do with the approach used to
teach the course. The prerequisite course introduced the students to Visual Basic
programming using the typical lecture/lab approach in which they were assessed at
regular intervals to reinforce their learning. The follow-up course — the course the
students were taking when they participated in this study — used a project-based
approach. According to the course syllabus, 90% of the student’s grade was based on
the design and implementation of a small-scale enterprise system. The project was
intended to cover all basic and object-oriented programming concepts, but
emphasized interface design and event-driven programming. It may be that a tenuous
grasp of fundamental concepts in combination with the emphasis on designing
interfaces and handling events caused the students to forget what they had learned in
the previous course. It may also be that a semester-long project was less effective at
reinforcing student learning of fundamental concepts than exams, quizzes, and lab
assignments given regularly throughout the course.

3) Why is this result a reason for concern in CS education?

As discussed in Section 9.4, students who take introductory programming courses
taught in Visual Basic may very well go on to take additional programming courses
taught in other languages. The results of this research suggest that these students may be
at a disadvantage when they find themselves in programming classes with students who
have learned to program in languages such as C++ or Java. A firm grasp of basic

concepts and skills is necessary to succeed in any programming course, but particularly
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so 1n courses that use complex, highly structured object-oriented languages like C++ and
Java.
9.4 Implications for Computer Science Education

I recently asked a Rowan colleague why we (meaning the Computer Science
Department) switched from teaching Scheme to teaching Visual Basic in the Introduction
to Programming course back in 1996. He gave two reasons: 1) Because the Introduction
to Programming course was a “terminal” programming course for many students, the
faculty thought it was better to introduce them to programming using a RAD (Rapid
Application Development) tool such as Visual Basic; 2) Microsoft Office applications
support programming with Visual Basic for Applications (VBA), a programming
language derived from classic Visual Basic. However, many students who take the
Introduction to Programming course and other introductory programming courses taught
in Visual Basic (Introduction to Scientific Programming, Enterprise Computing I) go on
to take additional programming courses in languages other than Visual Basic. The results
of this research suggest that these students may be at a disadvantage when they find
themselves in programming classes with students who have learned to program in
languages such as C++ or Java.

In general, the resuits of this research suggesi ihat diverse perspectives must be
considered when choosing languages in which to introduce students to programming. A
language that may seem to be the ideal choice when viewed from one perspective may
turn out to be the worst possible choice when viewed from another perspective.
Programming classes that students may take in the future should be considered when

selecting introductory languages.
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9.5 Future Work

Future work will entail improving the computer concepts assessment tool and
continuing my investigations with regard to the impact of different languages and
teaching approaches on student learning of introductory programming concepts. In
addition, analysis of the computer concepts survey data and the attitude survey data will
continue.

Although the computer concepts assessment tool performed reasonably well at its
first trial, the discussion in Section 9.2 suggests areas for improvement. First, the three
questions that performed poorly must either be revised or replaced with different
questions addressing similar topics. Second, about half of the distracters did not exhibit
the desired inverse relationship between percentage chosen and student score. As a
result, they must be modified or replaced with different distracters. Another problem in
conjunction with a correct response and an incorrect response in one of the “classes and
objects” questions, Question 24, was identified by one of the faculty reviewers. He noted
that although the pseudocode for the two responses was syntactically different, either the
correct or the incorrect response would work in Visual Basic because of the language’s
“forgiving” nature. (Only the correct response would work in C++ or Java.) The
improperly performing distracter will have to be repiaced with one that is incorrect in ail
languages. Finally, work must continue to fully validate the tool after the indicated
changes have been made.

Because the students who participated in this study were not randomly chosen, it
may have been more appropriate to analyze the computer concepts survey data using

analysis of covariance (ANCOVA) instead of analysis of variance (ANOVA). The
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ANCOVA can be used to control for factors which cannot be randomized. Specifically,
it reduces the error term, thereby increasing the power of the F test (Garson, 2010;
Kinnear and Gray, 2010).

The original goal of this research was to explore the impact of different languages
and teaching approaches on student learning of introductory programming concepts. In
retrospect, it was an overly ambitious goal. The backgrounds of the students I was able
to recruit allowed me to investigate the impact of different programming languages on
student learning of introductory concepts, but only to conjecture about the impact of
different teaching approaches. Investigating the impact of different teaching approaches
most likely requires the involvement of multiple instructors at multiple institutions. For
example, members of the Rowan Computer Science faculty introduce students to Java
programming using BluelJ, a novice programming environment that supports the “objects-
first” approach. Comparing the impact of “objects-first” using BlueJ to the impact of
“imperative-first” using JGRASP (for example) on student learning of Java concepts
would necessitate involving instructors at universities who teach Java using the
“imperative-first” approach. In order to properly investigate the impact of different
teaching approaches, the programming language must be the same. Apart from Java, all
other programming courses at Rowan are taught using the “imperative-first” approach (as
far as I know, anyway).

Finally, analysis of the attitude survey data is still in progress. I was able to
obtain some sense of the students’ overall responses during the process of entering the
data into the computer. However, that is hardly sufficient. Properly exploring the

relationship between students’ attitudes toward computer science and programming and
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their performance on the computer concepts survey requires statistical analysis. I am
particularly interested in examining the correlation between students’ responses to the
questions addressing the usefulness of programming in their future work and their scores

on the concepts survey.
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APPENDIX D: PRE-TEST QUESTION RESPONSES BY QUARTILE FOR

Figure D-1.Proportion of pre-test students who chose each response for questions 1 through 12, divided

Correct Response: l:

into quartiles by score (high to low).

MAIN STUDY
Response % lQ1 Qa2 Q3 a4 Qs Qas az as [1] Q10 Q11 Q12

A 0.21 0.00 8.00] .7 x 038 0.02 0.02 0.00 0.02] £ 021 0.02 4.15 0.10
0.15) 0.02 0.00| ;.57 0,08, 0.03 0.03 0.00 0.02[, 0.5 0.02 0.13) 0.05

0.186) 0.00 0.00| 6.03 0.03 0.03 0.03 0.05| " 70.08 0.08 .08 0.07

0.08| 0.00 0.02 6.00 0.02 0.11 0.02 0.0} “%i.i0.05 0.07 0.02 0.03

B 0.02 0.00{, ' 0.23 0.00 0.03 0.05 0.00] 0.23 0.03 0.03 0.02] 0,05
0.03 0.02} -5 0.20 0.00 0.03° 0.02 0.000 0043 0.00 0.02 0.00 - 0.02]

0.02 0.02, 0.18| 0.00 0.03 0.11 c.00f . 043 0.03 0.00 0.07)% = 0,08

0.03 0.02 0.13 0.05 0.03 0.13 0.03].. . 011 0.08 0.00 0.07] 008

[4 0.02) 0.23 0.02 0.02 0.03 0.00 L 0.23 0.00 0.00 0.00 0.07 0.05
0.07] . 0.20) 0.05 0.03 0.08 0.00 0.16 0.03 0.02 0.00 0.05 0.08

0.05{% 7. DIR 0.07 003 0.10 6.02|: gis| 0.2 0.05 0.00 0.03 0.07;

0.05 0.20 0.07 0.00 0.15 0.001, " 0.3 0.05 0.07 0.03 0.13 0.11

o .00 0.02 0.00 0.05[ S 0.85) 1, T DS 0.02 0.00 0.00] 10.18 0.00 0.02
0.00 0.02 0.00 0.11 3 o8| 0.08 0.00 0.0375 .. 830 0.00 0.05

0.02 0.05 0.00, 0.18( . . 007} o.oal 0.05 0.02 0.05 0,16 0.02 0.02

0.08 0.05 0.03 0.2007 " 0,08 “0.02) 0.08 0.05 0.03] "1 . 015 0.02 0.03

Total 0.98 1.00 0.98. 097 0.35 0.98 0.98 0.90 0.89 0.35 0.85 0.90

Response % Q13 Q14 qQis Q15 |awr Q18 a1s Q0 an Ja2  |a23  Jaza |
A 0.08 007 “* 0.5 0.00 0.10 0.11 o1 .01 0.05 0.02 0.03 000
0.10 0.07 0.08 0.05 0.03 0.05 0.05 011 0.02 0.03 0.05 0.03

0.07 0.13 0.03 0.08 0.02 0.02 0.03 0.07 0.02 0.60 0.03 0.02

0.15 0.13 0.03 0.05 0.07 0.10 0.08 0.16 0.07 0.07 0.03 0.03

B 0.00 0.00 0.05 0.03 0.10 0.03 0.02 0.00 0.15 0.02 0.05 0.02
0.02 0.02 0.03 0.07 0.08 0.02 0.02 0.05 0.08 0.05 0.07 0.02

0.03 0.00 0.03 0.08 0.68 0.00 0.07 0.07 0.10 0.08 0.05 0.07

0.05 0.03 0.02 0.3 0.10 0.02 0.02 0.07, 0.07 0.08 0.08 0.10

c 0.00 0.15 0.00 0.11 0.02 0.62 0.03 0.00 0.02 0.05 0.10 .20
0.00 0.08 0.03 0.02 0.08 0.05 0.10 0.00 0.05 0.02 0.08 0.5

002/ 007 0.07 0.00 0.1 0.16 0.03 0.03 0.03 0.07 011 0.08

0.03 0.03 0.13 0.02 0.07 0.08 0.08 0.00 0.08 0.08 0.08] 0.03]

o 0.16 0.00 0.00 0.07 0.02 .07 .08 0.07 0.00] .11 0.03 0.00
0.11 0.03 0.07 0.05 0.02 .07 0.02 .05 0.02 0.08 0.00 0.00

011 0.02 011 0.08 0.02 0.05 0.05 0.03 0.02 0.07 0.02 0.0

0.03 0.05 0.07 0.05 0.02 0.05 0.03 0.03 0.03 0.03 0.67 0.08

Total 0.97 0.57 0.2 0.89 0.2 0.89 0.92 0.92 0.80 0.37 0.39 0.87

Correct Response: [:]

Figure D-2.Proportion of pre-test students who chose each response for questions 13 through 24,
divided into quartiles by score (high to low).
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APPENDIX E: POST-TEST QUESTION RESPONSES BY QUARTILE FOR

MAIN STUDY
Response % [a1 aa _ Jas [as a7 Jas Qs 10 Q11 Q12

A 0.2 0.00 0.18 0.03 0.02 0.00: 0.00 . 921 0.02] <%, 018 0.08
. 0.18 0.00 £ 0,05 0.02 0.05 0.02 0.03 0.15 0.05 0.11 0.13
018 0.03 0.05 0.03 0.10 0.03 0.03} ... 0.07, 0.05 0.13 0.05
5041 0.07):1 .. 9,02 0.02. 0.07 0.05 0.03[ 0.8 0.03 0.05 0.07
] 0.03 0.23 0.00 0.05 0.02 0.00}2: . 6.25 0.00 0.00 0.00] -~ 0.03

0.03 0.23 0.00 0.05 0.05  0.03. ©10.18] 0.03 0.03 0.03

0.02 9:11] 0.03 0.07 0.05 0.00. - 018 0.05 0.02 0.05|:
0.07 0.13 0.02 0.07 0.13 0.03} 1 ¥:0.10) 0.05 0.02 0.10{ . - 003
c 0.00}" 0.00 0.02 6.00 0.00]-.., -0.23 0.00 0.00 .02 0.07 0.11
0.03( 0.00 0.05.  0.07 0.03[: i 0:15 0.03 0.05 0.05 0.08 0.03
0.03 0.10 0.08 0.08 0.05 0.1 0.02 0.05 0.03 0.05 0.05
0.02 0.03 0.07- 0.15 0.03) 0.10 0.10 0.10 0.08 0.08 0.10
D 0.00 0.02 0.05 016 na 0.02 0.00 0.02f L 024 0.00 0.02
0.00 0.00 61505 01l 0 0an 0.85 0.00 0.00{%: - 0i10 0.00 .02
0.00 0.00 0.08) U005 . 005 0.10 0.02 0.05 0.41 0.00 0.03
0.03 0.03 0.16) V002 - 0.02 0.08 0.03 0.03 + 913 0.02 0.05
Total 0.95 0.98 1.00 0.98 0.98 1.00 1.00 0.93 0.95 0.95 0.93

Correct Response: ::]

Figure E-1.Proportion of post-test students who chose each response for questions 1 through 12,

divided into quartiles by score (high to low).

Response %]Q13 Q14 Jai1s  |a6  [a17  [g18  [a1s  [az0 [q21 Jazz _ |a23  Jazs
A 0.10 o1s| - 0a6 000 0.08 0.05 oas[- 020! oo 0.00 0.00 0.00
0.13 o8] o1 0.07 0.07 0.03 o0 . oa] 005 0.05 0.05 0.02
0.67 013 .03 0.08 0.05 0.05 0.03 007 008 0.07 0.07 0.08
0.15 0.13 0.05 0.10 0.63 0.10 0.08 0.03 0.05 0.07 0.10 0.02
B 0.00 000 000 003 0.30 0.05 0.02 ool . 018] .03 0.02 0.00
0.62 000  £.05 0.08 005 0.0 0.02 ool o1s] 003 0.08 0.07
0.07 0.03 0.03 .08, 0.7 0.10 0.03 0.08] ..0.03 0.07 007 008
0.03 000 0.08 0.11 0.05 0.11 0.05 o1o] - 007 0.03 0.10 0.08
C o00] — o010 o3 o0 0.02 0.03 0.02 0.00 000 002 o7 0.23
0.00] . - a1 002, o000l 008 .05 0.0 0.03 0.02 007 - co08 007
0.02| 005 010 005 011 0.03 0.05 0.03 0.02 007t o008l 007
003 005 o008 o .13 0.02 007 807 008 0.5 0.02 003
o 0.15 000  0.03 0.00 0.05 0.10 0,03 0.05 0o o020 0.00 0.02
010 002 .05 0.08 003 omn 0.07 0.03 0.03 0.08 0.02 0.07
0.08 0.02 0.05 0.02 000 - 805 0.08 0.03 0.08 0.63 0.02 0.05
._605] 005 0.05 0.02 0.05 0.02 9,02 0.05 0.03 0.02 0.03 0.08
Total 0.93 0.92 093 0.93 097 093 0.85 0.90 087 097 0.93 0.87

Correct Response: I:j

Figure E-2. Proportion of post-test students who chose each response for questions 13 through 24,
divided into quartiles by score (high to low).
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APPENDIX F: ITEM DISCRIMINATION ANALYSIS FOR PRE-TEST FOR
MAIN STUDY

1 Question Number Q1 Q2 Q3 Qa Qs Q6 Q7 Q8 Qs Q10 Q11 Q12
item Facility Total
8.607, 0.803 0.738 0.295 0.361 0.459 0.672 0.607 0.492 0.689 0.393 0.230
ftem Facility Top
27% 0.875 0.938 0.938 0.688 8.625 0.750 0.938 0.875 0.813 0.750, 0.563 0.188
Item Facility Bottom
27% 0.313 0.750] 0.500 0.000 0.188 0.063 0.438 0.438
Item Discrimination : . ’
. 0.438 0.538| 0.438 D.6838 0.500]- | 0.438
Estimated Index of
Item Difficulty 0.554 0.824] 0.719 0.344 0.406 0.406 0.688 0.656
Question Number |Q1 [az [as aa __ Jas las a? as [as aw _ Joun Q12
Question Category Bnsics Logical expressions Conditionals For loops Arroy
w/o loop
Index of Discrimination Scale: L
Very good 0.40 and up
Reasonably good 0.30100.39
Marginal 0.20100.29
Poor Below 0.19
Figure F-1. Pre-test item discrimination analysis for questions 1 through 12.
Question Number (Q13 Q14 Q15 Q16 Q17 Qis Q19 Qzo Q21 Q22 Q23 Q24
Item Facility Total
0.426 0.328 0.311 0.148 0.361 0.230 9.180 0.525 0.393 0.295 0.377 0.459
item Facility Top
27% 0.688| 0.563 0.625 0.438 0.375 0.250 0.313 0.688 0.563 $.438 0.375 0.750]
Item Facility Bottom
27% 0.125 0.125 0.125 0.063 0.375 0.188 0.125 0.625 0.250 0.125 0.313 0.125
item Discrimination
0.563 0.438 0.525
Estimated Index of
Item Difficulty 0.406 0.244 0.375 0.250 0.375 0.218 £.219 0.656 0.406 0.281 0.334 0.438
questionNumber [q13 Ja1s Jais  Jais  |aw? Q18 Qs Ja20 Jan a2 [q23 _ |a2
Question Category While Joops Functions Wk tware Recursion Classes ond objects
Engineering
Index of Discrimination Scale:
Wery good 0.40 and up
Reasonably good 0.30t00.39
Marginat 0.20100.29
Poor Below 0.13

Figure F-2. Pre-test item discrimination analysis for questions 13 through 24.
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APPENDIX F: ITEM DISCRIMINATION ANALYSIS FOR PRE-TEST FOR
MAIN STUDY

Reliabili
R 0.568
Average 5core
11.402
Standard Deviation
3.626
Standard Error of
Measurement 2.382

Figure F-3. Reliability, average score, standard deviation, and standard error of measurement
statistics for pre-test.
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APPENDIX G: ITEM DISCRIMINATION ANALYSIS FOR POST-TEST FOR
MAIN STUDY

Question Number Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Qs Q1o Q11 Q12
tem Facility Total .
0.539 0.683 0.705 0.295 0.344 0.392 0.520 0.705 0.508 $8.557] 0.475 0.197
ftem Facility Top
27% 0.875 1.000 0.938 0.638 0.625 0.875 0.938 0.938 0.875 0.813 0.750 0.125
item Facility Bottom
2% 0.438 0.500 0.500 0.063 0.063 0.063 0.375 0.375 0.213 0.500]
Item Discrimination = N - G
0.438 0.500] 0.438 0.625! 0.563] 0.813 0.563 0.563 0.56
Estimated Index of
item Difficufty 0.656 0.750 0.718 0.375 0.344 0.463 0.656 0.656 0.593 0.656 0.465 0.125
Question Number [Q1 [a2 [a3 Qs [as [as Q7 [as Jas a1 [au Q12
. . . " Array
uestion Cate, Basics Logical expressions Conditionals Forioops
Q gory g p (4 w/o loop
Index of Discrimination Scale:
Very good 0.40 and up
Reasonably good 0.30t00.39
Marginal 0.20100.23
Poor Below 0.1%
Figure G-1.Post-test item discrimination analysis for questions 1 through 12.
Questicn Number (Q13 Q14 Q15 Q16 Q17 Q18 Q19 Q20 Q21 Q22 Q23 Q24
Item Facifity Total
0.377 0.211 0.361 0.262 0.262 2.279 0.197 0.410 0.377| 0.328 0.393 0.393
Item Facility Top
27% 0.625 0.438 8.625 0.750 0.375 0.438 0.188 0.813 0.750 0.813 $.813 0.875
Item Facility Bottom
2% 0.188 0.188 0.188 B.125 0.250 0.063 0.063 0.125
tem Discrimination
0.438 0.438 0.688 0.500 0.750 0.750 0.750]
Estimated Index of
item Difficulty 0.406] 0.313 0.406 0.406 0.281 8.250 0.125 0.469 0.500 0.438 0.438 0.500
Question Number Q13 [Q14 Q15 Ja1s  |awr Q1s q1s a0 |an az a2 Jaa
Question Category While ioops Functions %’?ﬁl,"‘,’{i,; Recursion Closses and objects
CrRgineenng
Index of Discrimination Scale:
Very good 0.40 and up
Reasonably good 0.30t0 0.39
Marginal 0.20100.29
Poor Below 0.19

Figure G-2.Post-test item discrimination analysis for questions 13 through 24.
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APPENDIX G: ITEM DISCRIMINATION ANALYSIS FOR POST-TEST FOR
MAIN STUDY

Reliabili
Y 0.749
Average Score
10.730
Standard Deviation
4.586
Standard Error of
Measurement 2.297

Figure G-3.Reliability, average score, standard deviation, and standard error of measurement
statistics for post-test.
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APPENDIX H: CORRECT RESPONSE PERCENTAGES BY LANGUAGE
GROUP FOR PRE-TEST FOR MAIN STUDY

Correct Response (CR) Percentages

100.0
30.0
80.0
70.0
60.0
50.0 -
40.0
30.0
20.0
10.0

0.0

M JavaCR % {N = 13)

Percent

B Visual Basic CR % (N = 22)
@ C4++ CR % (N = 26)

Q1 Q2 Q3 Q4 Q5 a6 @7 Qs

Question Total N =61

Figure H-1.Correct response percentages for questions 1 through 8 of pre-test.

Correct Response (CR) Percentages

Percent

wlavaCR% (N = 13)
& Visual Basic CR% {N = 22)
Gt CR % (N = 26)

Q9% Q10 Q11 Q1z Q13 Q14 Q15 Q16

Question Total N =61

Figure H-2.Correct response percentages for questions 9 through 16 of pre-test.
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APPENDIX H: CORRECT RESPONSE PERCENTAGES BY LANGUAGE
GROUP FOR PRE-TEST FOR MAIN STUDY

Correct Response (CR) Percentages

100.0
90.0
80.0
70.0
60.0
50.0
40.0
30.0
20.0
10.0

0.0

JavaCR% (N = 13)

Percent

1 Visual Basic CR % [N = 22)
& Che CR % (N = 26)

Q17 Q18 Q18 Q2¢ Q21 Q22 Q23 Q24

Question Total N =61

Figure H-3.Correct response percentages for questions 17 through 24 of pre-test.
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APPENDIX I: CORRECT RESPONSE PERCENTAGES BY LANGUAGE
GROUP FOR POST-TEST FOR MAIN STUDY

Correct Response {(CR) Percentages

100.0
90.0
80.0
70.0 +
60.0
50.0
40.0
30.0
200
10.0

0.0

BlavaCR% {N=13)

Percent

@ Visual Basic CR % (N = 22)
1 C++ CR Y% (N = 26}

Q1T Q2 Q3 Q4 a5 Q6 Q7 Qs

Question Total N =61

Figure I-1. Correct response percentages for questions 1 through 8 of post-test.

Correct Response (CR) Percentages

Percent

NJavaCR % (N = 13)
B Visual Basic CR % (N = 22}
#C+y+e CR% {N = 26)

Q9% Qi0 Q11 Q12 Qi3 Q14 Q15 Qle

Question Total N =61

Figure I-2. Correct response percentages for questions 9 through 16 of post-test.
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APPENDIX I: CORRECT RESPONSE PERCENTAGES BY LANGUAGE
GROUP FOR POST-TEST FOR MAIN STUDY

Correct Response {(CR) Percentages

100.0
90.0
80.0
76.0
60.0
50.0 -
200 +
10.0 -

0.0 »§

Q17 Q18 Q19 Q20 Q21 Q22 @23 Q24

§JavaCR% (N = 13}

Percent

® Visual Basic CR % (N = 22)
7 C++ CR % (N = 26)

Question Total N =61

Figure I-3. Correct response percentages for questions 17 through 24 of post-test.
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APPENDIX J: INCORRECT RESPONSE PERCENTAGES BY LANGUAGE
GROUP FOR PRE-TEST FOR MAIN STUDY

Question 1

Question 2

Distracter

50.0 -
400 -
- £ 300
@ & H
2 B JavalCR % & H @Java ICR %
& & 200
® Visual Basic ICR % B Visual Basic ICR %
Coe 1CR % 00 # 0ot ICRY
0.0 |
B C D A B D
Distracter Distracter
Question 3 Question 4
60.0
50.0 -
: 400 -
£ 300 ¢ £ :
W i [ H
g ®JavalCR % g 300 ®Jave ICR %
H : H
& 200 2
: 8 Visual Basic ICR % 200 - B Visual Basic ICR %
100 = i £CorICRY 100 ¢ Cer ICR Y
00 -+ - L 0.0
A C D B C D
Distracter Distracter
Question 5 Question 6
60.0 50.0
50.0
20,0 e
= i £
« @«
$ 300 0 = Java iCR % g & JavalCR%
Y | Y
200 + 8 Visual Basic ICR % 8 Vicuai Basic ICR %
10.0 % C+4 ICR % @0t ICRY
8.0
A 8 C A 3 4
Distracter Distracter
Question 7 Question 8
o I 500 - -
H H
40.0 e a0.0 5
= £ 300
@ @
e N Java ICR % ¥ © Java ICR %
& &£ 200
& Visual Basic ICR % B Visual Bas:¢ (LR %
CCorICR Y% 1o G ICR %
— 0.0

A C o)

Distracter

Figure J-1. Incorrect response percentages for questions 1 through 8 of pre-test where:
Java N = 13, Visual Basic N =22, C++ N =26, Total N =61.
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APPENDIX J: INCORRECT RESPONSE PERCENTAGES BY LANGUAGE
GROUP FOR PRE-TEST FOR MAIN STUDY

Question 9

50.0

30.0

Percent

6.0

40.0 -

Distracter

Question 15

200 -

100 -

Distracter

£ Visudl Basic ICR %

£ Ot ICR%

NJavaICR %
& Vistial Basic ICR %

< Cae ICR %

Percent

s E 30.0
£ stavalCR % H ®JavalCR %
o &
& Visual Basic 1CR % B Visual Bosic ICR %
C++ ICR % B Cer ICR %
8 C D A B C
Distracter Distracter
Question 11 Question 12
700 sy 500
60.0
50,0 e
§ 00 o i ] ¢ LavalCR %
E 300 & JavalCR % ;9:‘ 8¢ Java %
# Visual Basic ICR % B Visuad Basic ICR %
200
10.0 - - FCr ICRY CrHHICR Y%
6.0 -
B C o A C D
Distracter Distracter
Question 13 Question 14
50.0
H £
4 NiavalCR Y% b4 ®javalCR %
% S
a a

B Visual Basic ICR %

L0 ICR %
A B ]
Distracter
Question 16
#wIavaiCR %

@ Visual Basic ICR %

Coe IR %

Distracter

Figure J-2. Incorrect response percentages for questions 9 through 16 of pre-test where:
Java N = 13, Visual Basic N =22, C++ N =26, Total N = 61.
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APPENDIX J: INCORRECT RESPONSE PERCENTAGES BY LANGUAGE
GROUP FOR PRE-TEST FOR MAIN STUDY

Question 17

Percent

# Java ICR %

& Visual Basic ICR %

Percent

50.0

Question 18

®JavaitR %

& Visual Basic ICR %

3O ICR%  C++ICR %
A C o A B C
Distracter Distracter
Question 19 Question 20
50.0 50.0
0.0 +
2 H
@ @
T = Java ICR % 5 wlava ICR %
o a
B Visud! Bas:c IR % @ Visual Basic ICR %
nCHICR % 2 CrriCR %
A 8 C B C ]
Distracter Distracter
Question 21 Question 22
50.0
i
40.0 A s -
H £
@® a
L % JavaiCR % =4 sJavalCR Y%
& &
8 Visual Basic ICR % # Visual Basic ICR %
= C+4 ICR % wCat ICR %
A C o] A 8 C
Distracter Distracter
Question 23 Question 24
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Figure J-3. Incorrect response percentages for questions 17 through 24 of pre-test where:
Java N = 13, Visual Basic N =22, C++ N =26, Total N = 61.
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Figure K-1.Incorrect response percentages for questions 1 through 8 of post-test where:
Java N = 13, Visual Basic N =22, C++ N =26, Total N =61.
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Figure K-2.Incorrect response percentages for questions 9 through 16 of post-test where:
Java N = 13, Visual Basic N =22, C++ N =26, Total N =61.
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Figure K-3.Incorrect response percentages for questions 17 through 24 of post-test where:
Java N = 13, Visual Basic N =22, C++ N =26, Total N = 61.




APPENDIX L: DEMOGRAPHIC SURVEY DATA FOR MAIN STUDY

ID_Number Completed_ Language_ Acad _ Major Gender Ethnicity Age_Range ‘lmmediate_  SAT_Math_ ACT_Math_
Study Class Level College_Entry Score Score
€S04113-5 1 1 Transfer [ M Other 20 Y 999 99
C€504113-2 1 1 Freshman  CS M Caucasian 22-30 N 999 99
C€504113-1 1 1 lunior cs M Asian {non-Indian} 20 Y 99 99
C504113-3 1 1 Sophomore cs M Caucasian 22-30 Y 500 99
€504113-6 1 1 Transfer [& M Caucasian ) 22-30 Y 999 93
'€504113-4 1 1 Other N/A M :Caucasian 30+ Y 680 99
€S04113-10 1 1lunior  CS M ‘Caucasian 21 Y 995 99
C504113-8 i 1 junior = s . M Caucasian 21 ¥ 359 9%:
C€S04113-9 1 1 Sophomore S M Caucasian 20 Y 660 99
C504113-7 1 1 Transfer s ™ Caucasian 22-30 Y 993 99
C504114-17 1 1Freshman  CS M Caucasian 18 v 640 "9
C504114-18 1 1 Freshman (S M Caucasian 19 Y 550 99
CS04114-24 1 1 Freshman CS M Caucasian 19 Y 660 31 {Overall)
€504114-23 1 1 Freshman  CS M Caucasian 18 Y 700 99

ID_Number Alice Basic € €_PlusPlus C_Sharp Cobol Html IDL ‘Java JavaScript Pascal Perl

PHP Python SQL Verilog_HDL Visual_Basic

5041135
iCcs04113-2
C504113-1

€504113-3
£504113-6
Cs0a113-4

C504113-10
-CS04113-8
1C504113-9
C504113.7
1C504114-17

€504114-18

504114-24

€504114-23

Figure L-1.Demographic information for the 14 Java students; the highlighted records
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EID_Number

C504141-22
C504141-25
C504141-26
50414128
€504141-31
[C504141-27
50414124
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ID_Number Alice Basic C C_PlusPlus C_Sharp Cobol Html IDL Java JavaScript Pascal Perl PHP Python SQL Verilog_HDL Visual_Basi
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1C504241-8
C504141-11
5041412
£504141-6
Cs04141-7
C504141-9

Completed_ Language_ Acadén;ic_ )

Study Class Level
2 Junior
2 Freshman
2 Senior
2 Junior
" 2 Senior_
2 Senior
2 Senior
2 Sophomore
2 Senior
2 Junior
2 Sophomore
2 Junior
2 Junior
2 Junior
2 junior
2 junior
2 Freshman
2 Transfer
2 Freshman
2 Freshman
2 Sophomore
2 junior
2 Freshman
2 Junior
2 junior
2 Transfer
2 funior
2 Freshman

Ik b b b O b ke kA ke ke ke kb s kb he kA R D A O O ks O O b b
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Figure L-2.Demographic information for the 29 Visual Basic students; the highlighted records
represent students who only completed the first part of the study.
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ID_Number ‘Cnmpleted; Lar;gu”age_ Academic_

€504103-2
1CS04103-21
CS04103-15
/CS04103-6
CS04103-5
€S04103-7
€504103-8
€504103-3
1€504103-23
iCS04103-4
€504103-19
1C504103-9
'C504103-1
/CS04103-14
'CS04103-11
€504103-10
'C504103-17
.C504103-12
CS04103-16
‘CS04103-22
{€504103-20
cs172-1
cs172-2
SE103-1
C5132-1
iCS132-2

Study Class tevel

3 Freshman
3 Freshman
3 Freshman
3 Freshman
2 Freshman
3 Freshman
3 Freshman
3 Freshman
3 Freshman
3 Freshman
3 Freshman

3 Freshman
3 Freshman
3 Freshman
3 Freshman
3 Senior

3 Freshman
3 Senior

3 Freshman
3 Freshman
3 Freshman
3 Freshman
3 Freshman
3 Senior

3 Freshman

[ R e T L T o T T e I I I )

3 Freshman

African American

Asian {(non-indian}

Major Gender Ethnicity
ME F Caucasian
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ECE M Caucastan
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ME M Caucasian
'ECE M Caucasian
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PHYS M
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cs M
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Ag‘e‘_Range Immediate SAT_Math_-ACT_Math_

19
19
19
18
18
19
19
18
18
19
18
19
18
‘19
19
19
22-30
18
21
19
18
19
18
i8
22-30
18

JD_Number Alice Basic € C_PlusPlus €_Sharp Cobol Html IDL Java JavaScript Pascal Perl

PHP Python SQL Verilog_HDL Visual_Basic

College_Entry Score

B A R I T T T S R R i R e T T T e e e
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570
710

620

560
999
780
720
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630
700
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550
630
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630
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540
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740
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L]
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99
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39
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93
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93
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59
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34
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{SE103-1
€5132-1
€5132-2

Figure L-3.Demographic information for the 26 C++ students; all of the C++ students
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APPENDIX P: COMPUTER CONCEPTS SURVEY REVIEW FORM

Project Title: An Investigation of the Imapact of Disparate Teachiog Appreaches on Stadent Learning of Introductory
Programming Concepts

Project Investigators: Robert B. Allen, P Wanda M. Kunkle, Co-Pl

Computer Concepts Survey Review Form
The purposc of this form is to obtain expert review of the computer concepts survey tool used in the study named above.

Instructions
Please enter your initials in the box below:

{ i

For each of the questions on the compiter concepls survey:

. Reeord your letter response to the guestion.

2 Decide whether the ion reflects fund prog: pis that stad: shoutd know after completing anintroductory course in
object-on d progs ing. Indicate your resp by placing an X in the appropriate box.

3. Rate the quality of the question using the scale provided. ("Quality” here refers to how well the guestion is written. For example: Is the content
accurate? Is it clear what the question is asking? s theve anything about the psendocode that you find especially confusing?) Indicate your
response by placing an X in the appropriate box.

Question Redlects Question quality This cotomny Is for any optiona)! comments yon wish to
basic make. For example, if you think 2 geestion shonld be
concepts changed, bricfly indicate why and how.
Nuwmwber | Answer { Yes | No | Donot | Use agaia with | Use again with Use Comments (optivaat)
use major changes | minor changes | again as
sapmin is
1.
z
Page | of 3

Figure P-1. Computer concepts survey review form, page 1.
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Question. Reflects Question qnality This eolomn i for any optional comments you wish to
basic make. For exaraple, if you think a goestion should be
CORCEPLS. chauped, bricily indicate why and bow.
Number | Answer | Yes | No | Donot | Useagam with | Use again with Use Comaents {optional)
use major changes | winor changes | againas
again is

3.
4.
5.
6.
7.
8.
9.
10,
135
12
13.
14.
15.

Page 2of3

Figure P-2. Computer concepts survey review form, page 2.
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Question ReDects Question quality “This colum is for any optiona! comments yon wish {o
basic make. For example, it von think a goestion should be
concepls changed, biriefly indicate why and bow.
Number | Answer | Yes | No | Donat | Usesgain with | Use again with Tse Comments {optional)
use major changes | miner changes | againas
again is
16.
17.
18.
192
20.
21.
22
23,
24,
25, nfa | nfa
Ad about the tonol you wish to add (opticnal):
Page 3of3

Figure P-3. Computer concepts survey review form, page 3.
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